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Introduction

Historical context

Groups of matrices, or linear groups, have been studied since the
19th century, with applications in many areas of mathematics and
physics. Originally, these groups were mostly considered over fields,
but starting in the middle of the 20th century, people began to study
linear groups over arbitrary rings. While linear groups over general
rings are hard to study, there are certainly some interesting classes
of rings over which interesting results can be obtained. In the 1960s,
Klingenberg studied some linear groups over a local ring, a ring R
with a unique maximal ideal m. In [Kli1] he investigated the normal
subgroups of GLn(R). He also studied orthogonal and symplectic
groups in [Kli2,Kli3].

In the 1990s, J. Tits introduced the notion of Moufang sets in [Tit] as
an axiomatic approach to simple algebraic groups of relative rank one.
A Moufang set is a set, along with a class of groups acting on this set,
one for each point of the set, satisfying some axioms. For a simple
algebraic group of relative rank one, the set consists of the parabolic
subgroups, the class of groups are the corresponding root subgroups.
There are quite a few equivalent ways of looking at Moufang sets: they
correspond to split BN-pairs of rank one (another notion introduced
by Tits), are closely related to abstract rank one groups (introduced
by Timmesfeld in [Tim]), and are equivalent to division pairs (more
recently defined by Loos in [Loo4]).

T. De Medts and R. Weiss initiated the study of arbitrary Moufang
sets in 2006. Since then, the theory of Moufang sets has been devel-
oped more deeply, and many examples of Moufang sets have been

1



2 Introduction

described. All Moufang sets we currently know have some algebraic
origin, but a classification of Moufang sets is still an open question.

The known Moufang sets are not only of algebraic origin, but they all
have some underlying ‘division structure’, where all nonzero elements
are invertible. For example: projective Moufang sets can be defined
over alternative division algebras, Jordan division algebras gives rise
to Moufang sets, and more recently L. Boelaert proved that every
structurable division algebra gives rise to a Moufang set (see [Boe]).
In fact, every Moufang set arising from a simple linear algebraic group
of relative rank one (over a field of characteristic different from 2 and
3), arises from such a structurable division algebra (this was shown in
[BDMS]). We can see this division requirement in the constructions
of known Moufang sets: inverses pop up everywhere! There are also
some Moufang sets which do not arise from algebraic groups directly,
but these are still defined over fields (also known as division rings).

A related consequence of the definition of Moufang sets is the fact
that morphisms of Moufang sets are automatically injective. This
means there are relatively few morphisms, and there is no meaningful
notion of quotients in the theory of Moufang sets.

One can wonder what happens if we try to define Moufang sets using
more general algebraic structures, and this is precisely where this
dissertation enters the story. Instead of division structures, I looked at
local structures. This means that there can be non-invertible elements
in the structure, but they can still be controlled easily. In trying
to define the known constructions over local rings and local Jordan
algebras, I found a set of axioms that generalize Moufang sets, to
local Moufang sets. (From this point of view, we could start using the
name division Moufang sets for Moufang sets, but to avoid confusion
we will refrain from doing so. Loos does include the adjective division
in his equivalent notion of division pairs.)

Outline

There are two parts in my dissertation. In Part I, we define the notion
of local Moufang sets, and develop the general theory. Part II then



Outline 3

contains some examples of local Moufang sets, characterizes some of
them, and explores some connections.

The first part starts with the definition of local Moufang sets, along
with some basic properties, in Chapter 2. The difference with Moufang
sets is the assumption of extra structure on the set, given by an
equivalence relation on the set. We still have a conjugacy class of
groups, called root groups, acting on the set, but the axioms need to be
adapted in order to be compatible with the extra structure. As in the
theory of Moufang sets, it is useful to fix two (non-equivalent) points
of our set (this could be called a basis). An important new notion for
local Moufang sets, is the notion of units, which have a connection to
the invertible elements of the underlying algebraic structures in the
examples. Using these units, we can extend much of the theory from
Moufang sets to local Moufang sets. One example is the existence of
µ-maps, which swap the points of the basis, and many of the identities
of these µ-maps.

A first goal in the development of the theory of local Moufang sets is
determining the stabilizer of the basis. A candidate for this stabilizer
is the Hua subgroup, the group generated by products of an even
number of µ-maps. The Hua subgroup turns out to coincide with
the stabilizer of the basis, which we show in Theorem 2.3.7. In order
to prove this, we introduced quasi-invertibility, a notion originating
from Jordan theory.

In Chapter 3, we give a general way to construct local Moufang sets
similar to a construction for Moufang sets. This construction uses a
lot less information than is required in the definition: we only need
one root group and one permutation of the set swapping the basis.
Using only these two things, we can construct the other root groups
and complete the data of the local Moufang set. However, this data
will not always satisfy the axioms. We determine a few necessary
and sufficient conditions in Corollary 3.2.5. The construction and
conditions will be used frequently to define local Moufang sets, and
to determine when some structure is a local Moufang set.

The notion of homomorphisms of local Moufang sets is introduced
in Chapter 4. This is combined with the definition of local Moufang
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subsets, quotients, and eventually, the category of local Moufang
sets. It is interesting to observe how tightly a homomorphism of
local Moufang sets is connected to a map on the underlying set and
group homomorphisms between the root groups. We mainly use these
notions to define inverse limits of local Moufang sets, and to determine
when the inverse limit exists.

In the final theoretical chapter, Chapter 5, we look at local Moufang
sets which are special, i.e. which satisfy a specific extra condition.
This extra condition is expected to be closely related to the root
groups being abelian. Making some necessary changes, we are able
to generalize the theory of special Moufang sets to local Moufang
sets. The main results we can get here assume that a local Moufang
set is both special and has abelian root groups. In this case, we
can show that µ-maps are involutions (Proposition 5.2.4), and give a
condition which ensures that the root groups are uniquely k-divisible
(Proposition 5.2.2).

Next, we get to the examples of local Moufang sets in Part II. The
first examples are the projective local Moufang sets in Chapter 6.
These are defined over a local ring R, where the underlying set is the
projective line P1(R), and the root groups are subgroups of PSL2(R).
We succeeded in characterizing the projective local Moufang sets using
some conditions (Theorem 6.2.10). This includes the construction of a
local ring from local Moufang sets satisfying some of these conditions.
The third section of this chapter makes a connection to the Bruhat-
Tits tree of PSL2 over a field K with discrete valuation. Such a
field contains a local ring, and the action of PSL2(K) on the tree
induces many projective local Moufang sets. Using the inverse limit
construction, we even get a projective local Moufang set action on
the boundary.

In Chapter 7, we explore the connection of local Moufang sets with
Jordan theory. The most natural approach uses Jordan pairs, and
we are able to define a local Moufang set from any local Jordan pair.
Conversely, if we have a local Moufang set satisfying some conditions,
we are able to construct a local Jordan pair. Using this construction,
we characterize the local Moufang sets originating from local Jordan
pairs in Theorem 7.3.4.
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Both the projective local Moufang sets and those originating from
Jordan pairs are special, and have abelian root groups. In Chapter 8,
our main goal is to define Hermitian local Moufang sets. We first
define orthogonal local Moufang sets, which are a special case of Her-
mitian local Moufang sets (and can also be constructed using Jordan
pairs). This example shows the approach we will use to generalize
the Hermitian Moufang sets to the local setting. The definition of
Hermitian local Moufang sets is a bit more technical, and we need a
great amount of algebraic manipulations to prove that the axioms of
local Moufang sets are satisfied.

A large part of this dissertation is contained in two articles [DMR1,
DMR2]. Chapter 4, Section 6.3 and Chapter 8 are the main parts of
this dissertation that are not contained in those articles.





Preliminaries1

In this chapter, we give a short overview of some mathematics we will
use in this dissertation. We start with some basic category theory,
which will mainly be used in Chapter 4. Next, we choose our notation
for everything involving group actions, we give some basic theory
on local rings, and define some linear groups over rings. The third
section gives a short overview of the theory of Jordan algebras and
Jordan pairs, which we will use in Chapter 7. Finally, we discuss the
basic theory and examples of Moufang sets, which we will later try
to generalize to a local setting.

1.1 Category theory

1.1.1 Categories and functors

Much of mathematics is a study of objects, being sets with some
structure (like group operations, a topology...), and their connec-
tions. Usually, when we consider objects with some structure, we
also consider maps between those objects that preserve the structure.
Category theory tries to study properties that hold in great generality
for such classes of objects and maps. A common reference work for
category theory is [ML], though we will usually refer to [Bor]. Another
good initial work on category theory is [Lei].

Definition 1.1.1. A category C consists of the following:

(1) a class of objects ObC;
(2) for each two objects C,D ∈ ObC a class of morphisms denoted

by Hom(C,D);

7



8 Chapter 1. Preliminaries

(3) for each C ∈ ObC a morphism 1C ∈ Hom(C,C) we call the
identity on C;

(4) for all three objects C,D,E ∈ ObC, a composition map

Hom(C,D)× Hom(D,E)→ Hom(C,D) .

We write the composition of (f, g) as fg or g ◦ f .

This data should satisfy the following axioms:

(i) For f ∈ Hom(C,D), g ∈ Hom(D,E) and h ∈ Hom(E,F ), we
have

h ◦ (g ◦ f) = (h ◦ g) ◦ f .

(ii) For all f ∈ Hom(C,D) and g ∈ Hom(D,E), we have

1D ◦ f = f and g ◦ 1D = g .

We call a category small if ObC is a set.

Remark that ObC need not be a set (so we can have the category of
sets, for example), but it is often required that Hom(C,D) is. Such
categories are also called locally finite categories.

Notation. For a morphism f ∈ Hom(C,D), we also write f : C → D
or C f

D.

Definition 1.1.2. In a category C, a diagram is a directed graph
where the vertices correspond to objects and the arrows correspond
to morphisms between the corresponding objects. We say a diagram
commutes if for any two paths between objects in the diagram, the
corresponding composition of morphisms coincides.

Example 1.1.3. Let C,D,E, F ∈ ObC, then

C D

E F

f

g
h

i

j

is a diagram, which commutes when i ◦ f = j ◦ g, f = h ◦ g and
i ◦ h = j (and hence also i ◦ f = j ◦ g = i ◦ h ◦ g).
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Definition 1.1.4. A (covariant) functor F from a category C to a
category D consists of the following:

(1) a mapping from ObC to ObD that associates an object F (C) ∈
ObD for each object C ∈ ObC;

(2) a mapping from Hom(C,D) to Hom(F (C), F (D)) for all C,D ∈
ObC.

This data should satisfy the following axioms:

(i) For f ∈ Hom(C,D), g ∈ Hom(D,E), we have

F (g ◦ f) = F (g) ◦ F (f) .

(ii) For all C ∈ ObC, F (1C) = 1F (C).

Many types of structures give rise to a category. A few examples:

Examples 1.1.5.

(1) Sets with maps between sets is a category denoted by Set.
(2) Groups with group homomorphisms is a category denoted by

Gr.
(3) Commutative unital rings with ring homomorphisms is a cate-

gory denoted by Ring.
(4) For a ring R we write ModR for the category of right R-modules

with R-linear mappings.
(5) Let (I,<) be a partially ordered set, we can define the category
I by

ObI = I and Hom(i, j) =

{
{fij} if i < j

∅ otherwise
.

Some functors can be used to embed a category in another in some
way. Properties of these functors can then give more information on
this embedding.

Definition 1.1.6. A functor F : C → D is faithful if the induced
maps

F : Hom(C,D)→ Hom(F (C), F (D))
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are all injective. We call F full if the induced maps

F : Hom(C,D)→ Hom(F (C), F (D))

are all surjective.

Example 1.1.7. As every group has an underlying set of group
elements, we can define the forgetful functor F : Gr→ Set that sends
a group to its underlying set and a morphism to the map between
the group elements. While the forgetful functor is far from injective
on the objects, it is faithful.

We could look at all the functors between two fixed categories C and
D. It is possible to construct maps between these functors as well:

Definition 1.1.8. Let F,G : C → D be two functors. A natural
transformation α is a family of maps αC : F (C) → G(C) in D such
that for every morphism f : C → C ′ in C, the following diagram
commutes in D:

F (C) F (C ′)

G(C) G(C ′)

F (f)

αC αC′

G(f)

A natural transformation is an natural isomorphism if every αC is an
isomorphism.

1.1.2 Mono-, epi- and isomorphisms

We would like to find notions that are similar to injective and surjec-
tive morphisms to the context of general categories. As the objects
are not necessarily sets, we need to base this purely on properties of
the morphisms.

Definition 1.1.9. Let f : C → D be a morphism in a category C.
We call f a monomorphism if for all g, h ∈ Hom(E,C),

f ◦ g = f ◦ h =⇒ g = h .
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We call f an epimorphism if for all g, h ∈ Hom(D,E),

g ◦ f = h ◦ f =⇒ g = h .

We call f an isomorphism if there exists a g ∈ Hom(D,C) such that

g ◦ f = 1C and f ◦ g = 1D .

Notation. We write C f
D to indicate f is a monomorphism and

C
f

D to indicate f is an epimorphism. If there is an isomorphism
between C and D, we write C ∼= D.

While monomorphisms and epimorphisms have many similar proper-
ties to injective and surjective mappings, they are not always the same
when it makes sense to talk about injective and surjective mappings.
It is useful to see some basic properties of these notions:

Proposition 1.1.10. In a category C the following hold.

(i) The composition of monomorphisms (epimorphisms, isomor-
phisms) is a monomorphism (epimorphism, isomorphism).

(ii) If f ◦ g is a monomorphism, then so is g.
(iii) If f ◦ g is an epimorphism, then so is f .
(iv) An isomorphism is both a monomorphism and a epimorphism.

Proof. These are in Propositions 1.7.2, 1.8.2 and 1.9.2 of [Bor].

Examples 1.1.11.

(1) In Set, monomorphisms, epimorphisms and isomorphisms are
precisely injections, surjections and bijections.

(2) In Gr, monomorphisms, epimorphisms and isomorphisms are
precisely injective, surjective and bijective group homomor-
phisms.

(3) In Ring, the inclusion map Z→ Q is an epimorphism, but not
a surjection.

1.1.3 Limits

Limits are objects that generalize many different concepts, like prod-
ucts, kernels or pullbacks. We will mostly be working with the specific
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case of inverse limits.

Definition 1.1.12. Let F : D → C be a functor. A cone on F consists
of

(1) an object C ∈ ObC;
(2) for each D ∈ ObD, a morphism pD : C → F (D)

such that for each morphism f : D → D′ in D, we have

pD′ = F (f) ◦ pD .

This final condition can also be written as a commutative diagram:
for all f : D → D′ in D, the following diagram must commute:

C

F (D) F (D′)

pD
pD′

F (f)

Definition 1.1.13. Let F : D → C be a functor. A limit of F is a
cone (L, (pD)D) on F that satisfies the universal property : for every
cone (C, (qD)D) on F there is a unique morphism f : C → L such
that for all D ∈ D, qD = pD ◦ f .

While cones are not unique at all, the universal property implies that
if a limit exists, it is automatically unique.

Proposition 1.1.14. Let F : D → C be a functor.

(i) If a limit of F exists, then it is unique up to isomorphism.
(ii) Assume (L, (pD)D) is a limit of F . If G : D → C is a functor

and α : F → G is a natural isomorphism, then (L, (pDαD)D) is
a limit of G.

Proof.

(i) This is Proposition 2.6.3 of [Bor].
(ii) The definition of natural transformations and cone show that

(L, (pDαD)D) is a cone on G. If (C, (qD)D) is a cone on G,
then (C, (qDα

−1
D )D) is a cone on F , so there is a unique map
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f : C → L such that α−1D ◦qD = pD◦f , which means f is also the
unique map such that qD = (αD ◦ pD) ◦ f , hence (L, (pDαD)D)
satisfies the universal property.

The category Set is special in the sense that all functors from small
categories have a limit (see Theorem 1.1.23).

Definition 1.1.15. A category C is complete if F has a limit for all
functors F : D → C with D a small category.

Example 1.1.16. Some complete categories are Set, Gr and Ring.

1.1.4 Inverse limits

We now define inverse limits, and see what inverse limits are in the
categories Set, Gr and Ring.

Definition 1.1.17. A directed set is a (nonempty) partially ordered
set (I,<) such that for every i, j ∈ I, there is a k ∈ I for which k < i
and k < j, i.e. every two elements of I have a common upper bound.
The category associated to (I,<) is the category I defined by

ObI = I and Hom(i, j) =

{
{fij} if i < j

∅ otherwise
.

With all categorical definitions, we can now easily define inverse limits:

Definition 1.1.18. An inverse limit is a limit of a functor F : I → C
with I the category associated to a directed set.

As this may be a bit abstract, we look at the definitions in a different
way.

Definition 1.1.19. Let (I,<) be a directed set. An inverse system
in C over I is a collection of objects (Ci)i∈I and for each i < j a map
ϕij : Ci → Cj such that

(i) ϕii = 1Ci for all i ∈ I;
(ii) for all i < j < k, ϕjk ◦ ϕij = ϕik.
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Definition 1.1.20. Two inverse systems (Ci, ϕij) and (C ′i, ϕ
′
ij) are

isomorphic if there are isomorphisms αi : Ci → C ′i such that

ϕ′ij ◦ αi = αj ◦ ϕij
for all i < j.

An inverse system corresponds to a functor F : I → C by setting
F (i) = Ci and F (fij) = ϕij . Isomorphic inverse systems correspond
to naturally isomorphic functors.

Definition 1.1.21. Let (Ci, ϕij) be an inverse system in C. An
inverse limit consists of an object L ∈ ObC and for each i ∈ I a
projection map pi : L→ Ci such that

(IL1) ϕij ◦ pi = pj for all i < j;
(IL2) L is the universal object with this property, i.e. if (C, (qi))

is another such object, there is unique morphism f : C → L
such that qi = pi ◦ f for all i ∈ I.

When an inverse limit exists, we denote it by lim←−Ci.

Proposition 1.1.22. Let (Ci, ϕij) be an inverse system with inverse
limit lim←−Ci.

(i) If C is another inverse limit of (Ci, ϕij), then C ∼= lim←−Ci.
(ii) If (C ′i, ϕ

′
ij) is an inverse system isomorphic to (Ci, ϕij), then

lim←−Ci is an inverse limit to (C ′i, ϕ
′
ij).

Proof. These properties are the translations of Proposition 1.1.14.

1.1.5 Inverse limits of sets and algebraic structures

We have already stated that Set is a complete category, meaning that
limits for functors from small categories always exist. In particular,
inverse limits always exist.

Theorem 1.1.23. Let (Xi, ϕij) be an inverse system in Set over I.
Then

lim←−Xi =

{
(xi)i∈I ∈

∏
i∈I

Xi

∣∣∣∣∣ xiϕij = xj for all i < j

}
,
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and the projection maps are pj : lim←−Xi → Xj : (xi)i 7→ xj.

Proof. A construction of the limit in Set can be found in [ML, p. 110].
Making this more explicit gives the desired expression.

Despite there always being an inverse limit, some problems can still
occur. The biggest being that it is not necessarily the case that lim←−Xi

is not empty. G. Bergman has some notes which give a good overview
on this problem [Ber]. One possible reason for having empty inverse
limits is when the maps of the inverse system are not surjective. As
can be seen from the expression in Theorem 1.1.23, only the elements
of Xj which are in the image of all ϕij matter. Hence it makes sense
to assume surjectivity.

Definition 1.1.24. An inverse system (Xi, ϕij) in Set is surjective
when ϕij is surjective for all i < j.

Another possible obstruction to ensure nonempty limits is the size of
the index set I. To be more precise: the cofinality of (I,<):

Definition 1.1.25. We say a partially ordered set (I,<) has a cofinal
sequence (or also: has countable cofinality) if there is a countable
sequence i1 4 i2 4 i3 4 · · · in I such that for all i ∈ I there is an
` ∈ N such that i` < i.

These two properties are sufficient to ensure that the inverse limit is
nonempty.

Theorem 1.1.26. Let (I,<) be a directed set. Then (I,<) has a
cofinal sequence if and only if for every surjective inverse system
(Xi, ϕij) over I with all Xi nonempty, lim←−Xi is not empty. In this
case, the projection maps pj : lim←−Xi → Xj are surjective.

Proof. The equivalence is the main theorem of [Hen]. For the final
remark, take any xj ∈ Xj and use the surjectivity of all ϕij and
induction to construct a sequence (xi)i∈I such that (xi)pj = xj .

In the categories of Gr and Ring, inverse limits also always exist.
The underlying set of an inverse limit is the inverse limit of the
underlying sets, while the group operations are done pointwise. An
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explicit description of all these constructions can be found in § 7.1
of Chapter III in [Bou]. In the case of groups and rings we get the
following:

Theorem 1.1.27. Let (Gi, ϕij) be an inverse system in Gr. Then

lim←−Gi =

{
(gi)i∈I ∈

∏
i∈I

Gi

∣∣∣∣∣ giϕij = gj for all i < j

}
,

with (gi) · (hi) = (gihi), 1 = (1i) and projection maps

pj : lim←−Gi → Gj : (gi) 7→ gj .

Theorem 1.1.28. Let (Ri, ϕij) be an inverse system in Ring. Then

lim←−Ri =

{
(ri)i∈I ∈

∏
i∈I

Gi

∣∣∣∣∣ riϕij = rj for all i < j

}
,

with (ri) + (si) = (ri + si), (ri) · (si) = (risi), 0 = (0i), 1 = (1i) and
projection maps pj : lim←−Ri → Rj : (ri) 7→ rj.

1.2 Groups and rings

1.2.1 Group actions

A great deal of this thesis is about group actions. Some conventions
and notations:

Notation.

• Group actions will always be right actions.
• We denote the action of g on x by x · g or xg.
• We write Gx := {g ∈ G | xg = x} and Gx,y := (Gx)y for a point

stabilizer and a two-point stabilizer.
• We write xG for the orbit of x.
• The group Sym(X) is the group of all bijections from X to itself.
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• An action of G on X is not necessarily faithful, we write

Im(G→ Sym(X))

for the induced faithful action of G on X.
• We define group conjugation as gh := h−1gh.

What we will consider, are groups acting on sets with equivalence
relations.

Notation.

• If (X,∼) is a set with equivalence relation, we denote the equiv-
alence class of x ∈ X by x, and the set of equivalence classes by
X.
• The group Sym(X,∼) is the group of equivalence-preserving

bijections of X.
• If g ∈ Sym(X,∼), we denote the induced faithful action of g
on X by g. Similarly, if G 6 Sym(X,∼), the induced faithful
action of G on X is denoted by G.

1.2.2 Local rings

Local rings can be defined in various ways.

Definition 1.2.1. A (unital) ring R is a local ring if the set m of
non-invertible elements of R is a (two-sided) ideal. We write R× for
the invertible elements of R, and Z(R) for the center of R.

If the maximal ideal is not clear from context, we also write ‘(R,m) is
a local ring’, which implies m is the maximal ideal in R. Older works
often also require R to be Noetherian, but we will not require it in
the definition. A few equivalent definitions:

Proposition 1.2.2. Let R be a unital ring and write RadR for the
intersection of all maximal left ideals. Then the following are equiva-
lent:

(i) R is local;
(ii) R has a unique maximal (left/right) ideal;
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(iii) R/RadR is a division ring.

Proof. This is part of Theorem 19.1 in [Lam].

Definition 1.2.3. A local ring homomorphism between local rings
(R,m) and (S, n) is a ring homomorphism f : R→ S such that

f(m) ⊆ n .

Before we delve deeper into the theory of local rings, some examples:

Examples 1.2.4.

(1) A field is a local ring with maximal ideal (0).
(2) If (R,m) is a local ring and I is an ideal in R, then R/I is a

local ring with maximal ideal m/I.
(3) If (R,m) is a local ring, then the ring of formal power series

R[[x1, . . . , xn]] is a local ring with maximal ideal (m, x1, . . . , xn)
(see [Coh, p. 70]).

(4) The ring Z(p) of rational numbers without multiples of p as
denominators is a local ring with pZ(p) as maximal ideal. The
inclusion Z(p) → Q is a ring homomorphism, but not a local
ring homomorphism.

(5) The ring Zp of p-adic integers is local with maximal ideal pZp.

We now restrict commutative local rings. A local ring naturally
becomes a topological ring:

Definition 1.2.5. Let (R,m) be a local ring. The m-adic topology
is the topology induced by taking {mi | i ∈ N} to be a neighborhood
base of 0. We call this topology the natural topology on R.

If R is a Noetherian local ring, we get ∩imi = (0). Hence the natural
topology on R is Hausdorff, and in particular Cauchy sequences can
have at most one limit.

Definition 1.2.6. A sequence {rn}n in R is a Cauchy sequence if for
all N ∈ N, rn − rm ∈ mN for all n,m larger than some constant only
depending on N . We call a local ring R complete if every Cauchy
sequence has a limit.
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Every Noetherian local ring can be extended to a complete local ring.
Even if R is not Noetherian, one can still take a completion, but R
will no longer be a subring.

Definition 1.2.7. Let (R,m) be a local ring, then we define the
completion of R as

R̂ := lim←−R/m
i .

A few basic properties of completions of local rings:

Proposition 1.2.8. Let (R,m) be a local ring. Then the following
hold.

(i) the map
ι : R→ R̂ : r → (r + mi)i

is a local ring homomorphism and Ker ι = ∩imi;
(ii) ˆ̂R ∼= R̂;
(iii) if R is Noetherian, R̂ is a complete ring with maximal ideal

R̂
⊗

Rm.

Proof. These properties can all be found in [AM]. The first two
are in the first section of Chapter 10. The third property combines
Proposition 10.15 and Proposition 10.16.

In [Coh], I. Cohen determined the structure of the complete Noethe-
rian local rings. There are two cases, depending on the characteristics
of the ring and the residue field.

Definition 1.2.9. The characteristic of a ring R is

min{n > 0 | 1 · n = 0}

if such n exist, and 0 otherwise. We denote it by char(R).
If (R,m) is a local ring, we say we are in the equal-characteristic
case if char(R) = char(R/m) and in the unequal-characteristic case
otherwise.

As R/m is a field, and R is local, we can describe the possibilities for
the characteristic more precisely:

(1) char(R) = char(R/m) = 0;
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(2) char(R) = char(R/m) = p for some prime p;
(3) char(R/m) = p for some prime p, while char(R) = 0;
(4) char(R/m) = p for some prime p, while char(R) = pn for n > 1.

In the equal-characteristic case, we can describe R:

Theorem 1.2.10. Let R be a complete Noetherian local ring in the
equal-characteristic case with m generated by n elements. Then R is
a quotient of the ring k[[x1, . . . , xn]] with k the residue field of R.

Proof. This is Theorem 9 on p. 72 of [Coh].

In the unequal-characteristic case, a similar result holds. This is more
technical, and we will not explain all the terminology:

Theorem 1.2.11. Let R be a complete Noetherian local ring in the
unequal-characteristic case with m generated by n elements. Then R
is a quotient of the ring S[[x1, . . . , xn]], with S a complete, unramified
discrete valuation ring of characteristic 0 with residue field R/m.

Proof. This is Theorem 12 on p. 84 of [Coh].

For similar results in the non-commutative case, see [Bat].

1.2.3 Linear groups

The theory of matrix groups is most often considered over fields or
division rings. Over general rings, we can still define these groups,
though the relation between them is not always what we are used to.

Definition 1.2.12. Let R be a unital ring. We write Matn(R) for
the set of n × n-matrices with entries in R, and we define addition
and multiplication as usual.
The general linear group of degree n over R is

GLn(R) := {M ∈ Matn(R) | ∃N ∈ Matn(R) : MN = NM = In} .

The group of scalar matrices is

Scn(R) := {rIn | r ∈ R} .
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If R is commutative, we define the determinant of a matrix as usual.
The special linear group is

SLn(R) := {M ∈ GLn(R) | det(M) = 1} .

In linear algebra, row and column operations are often important.
These translate to some very specific matrices:

Definition 1.2.13. Let R be a unital ring. An elementary matrix is
a matrix eij(r) which has 1 along the diagonal, r on the (i, j) position
and 0 everywhere else. The elementary group of degree n over R is

En(R) :=
〈
eij(r) ∈ GLn(R)

∣∣ 1 6 i, j 6 n, i 6= j, r ∈ R
〉
.

Clearly, if R is commutative, det(eij(r)) = 1, so En(R) ⊆ SLn(R).

Theorem 1.2.14. If R is a commutative, local ring, En(R) = SLn(R).

Proof. This is Theorem 4.3.9 of [HO].

As for fields and division rings, there is a natural notion of projective
linear groups.

Definition 1.2.15. Let R be a commutative ring. We define the
projective general linear group of degree n over R as

PGLn(R) := GLn(R)/Scn(R) .

The projective special linear group of degree n over R is

PSLn(R) := SLn(R)/(SLn(R) ∩ Scn(R)) .

If M ∈ GLn(R), we write [M ] for the image of M in the quotient
PGLn(R).

An immediate consequence of Theorem 1.2.14 is now

Theorem 1.2.16. If R is a commutative, local ring, PSLn(R) is
generated by the matrices [eij(r)] for all 1 6 i, j 6 n, i 6= j and
r ∈ R.
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1.3 Jordan algebras and Jordan pairs

1.3.1 Jordan algebras

While our use of Jordan algebras is minimal, they are relevant through
their connection to Jordan pairs. A good first introduction to Jordan
algebras are Jacobson’s lecture notes [Jac]. A more detailed and
complete reference for the theory of Jordan algebras is [McC]. While
Jordan algebras are often defined over fields, they can be defined over
commutative, unital rings k. In this case, Jordan algebras are also
called Jordan rings. Before we can give the definition, we need the
notion of quadratic maps.

Definition 1.3.1. Let A and B be k-modules. A map Q : A→ B is
quadratic if

(i) Q(λx) = λ2Q(x) for all λ ∈ k and all x ∈ A;
(ii) Q(·, ·) : A×A→ B : (x, y) 7→ Q(x+y)−Q(x)−Q(y) is k-bilinear.

We will also need the following lemma on quadratic maps:

Lemma 1.3.2. Let Q : A→ B be a quadratic map between k-modules,
and let ` be a commutative ring extension of k. Then there exists a
unique Q̃ : ` ⊗k A → ` ⊗k B such that Q̃(1 ⊗ x) = 1 ⊗ Q(x) for all
x ∈ A.

Proof. This is the lemma on p. 16 of [Jac].

Using this notion of extending quadratic maps, we can now define
Jordan algebras and a few relevant notions.

Definition 1.3.3. Let k be a commutative, unital ring. A (quadratic)
Jordan algebra is a triple (J,W, 1), where J is a k-module, 1 ∈ J and
W : J → End(J) is a quadratic map such that (writing Wx := W (x))

(JA1) W1 = 1;
(JA2) WxWyWx = WyWx for all x, y ∈ J ;
(JA3) if we define Wx,y := Wx+y −Wx −Wy and Vx,y by zVx,y :=

xWz,y for all z ∈ J , then WyVx,y = Vy,xWy;
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(JA4) if ` is a commutative ring extension of k, then (JA2-3) are
satisfied for W̃ as in Lemma 1.3.2.

A submodule I ⊆ J is called an ideal if xWy, yWx ∈ I for all x ∈ I
and y ∈ J . If I is an ideal, J/I is a Jordan algebra
We call an element x ∈ J invertible if Wx is invertible. A Jordan
algebra is division if all x ∈ J \ {0} are invertible.
We call an element x ∈ J quasi-invertible if 1 − x is invertible. An
ideal I is quasi-invertible if every x ∈ I is quasi-invertible.

In literature, the quadratic map is most often denoted U , but to avoid
confusion with the root groups in a (local) Moufang set, we will use
W . In the following proposition, we gather some properties on the
radical of a Jordan algebra.

Proposition 1.3.4. Let (J,W, 1) be a Jordan algebra.

(i) There is a maximal quasi-invertible ideal in J we call the radical
and denote Rad J .

(ii) The quotient J/Rad J is a Jordan division algebra if and only
if Rad J consists of the non-invertible elements.

Proof.

(i) This is Theorem 1 on p. 86 of [Jac].
(ii) This is equivalence (2.2) of [Cam].

We now arrive at the definition of a local Jordan algebra.

Definition 1.3.5. A Jordan algebra (J,W, 1) is local if Rad J consists
of the non-invertible elements.

1.3.2 Jordan pairs

Jordan pairs were first introduced by K. Meyberg in [Mey] and studied
extensively by O. Loos in [Loo1]. We recall some notations and
definitions from [Loo1]. Remark that we will change the left action
of loc. cit. to a right action, in order to be consistent with the action
of our local Moufang sets. The index σ will always have + and − as
possible values.
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Definition 1.3.6. Let k be a commutative unital ring and V =
(V +, V −) a pair of k-modules with quadratic maps

Q : V σ → Hom(V −σ, V σ) .

We write Qx := Q(x), Qx,z := Qx+z −Qx −Qz, zDx,y := yQx,z and
{xyz} := yQx,z. Then V is a Jordan pair if the following axioms are
satisfied in all scalar extensions of the base ring:

(JP1) {x y zQx} = {yxz}Qx;
(JP2) {yQx y z} = {xxQy z};
(JP3) QyQx = QxQyQx.

A pair of submodules I = (I+, I−) is an ideal if xQy ∈ Iσ, yQx ∈ I−σ
and {xyz} ∈ Iσ for all x ∈ Iσ, y ∈ V −σ, z ∈ V σ. If (I+, I−) is an
ideal, the quotient V/I = (V +/I+, V −/I−) is a Jordan pair. An ideal
I is proper if I 6= V . A homomorphism of Jordan pairs is a pair of
k-linear maps hσ : V σ →W σ such that

hσ(yQx) = h−σ(y)Qhσ(x) for all x ∈ V σ, y ∈ V −σ.

The following proposition gives some useful criteria to check whether
a given structure is a Jordan pair.

Proposition 1.3.7. Let V be a pair of k-modules with quadratic
maps Q as before.

(i) If V has no 2-torsion (i.e. neither V + nor V − have 2-torsion),
then (JP3) follows from (JP1-2). Hence in this case V is a
Jordan pair if (JP1-2) are satisfied in all scalar extensions of
the base ring.

(ii) If V has no 2-torsion and (JP1), all its linearizations and (JP2)
hold, then V is a Jordan pair.

Proof.

(i) This is [Loo1, Proposition 2.2(a)].
(ii) This is remarked just after [Loo1, Definition 1.2].

We will also need the notions of invertibility, quasi-invertibility, and
of course of a local Jordan pair, again from [Loo1].
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Definition 1.3.8. An element x ∈ V σ is invertible if and only if Qx
is invertible. In this case, we define x−1 := xQ−1x . A Jordan pair is
division if all nonzero elements are invertible. A Jordan pair is local
if the non-invertible elements form a proper ideal.
For (x, y) ∈ V (this means x ∈ V +, y ∈ V −), we define the Bergman
operator

Bx,y := 1−Dx,y +QyQx ,

and (x, y) is quasi-invertible if and only if Bx,y is invertible. In this
case, we define the quasi-inverse xy := (x − yQx)B−1x,y. An element
x ∈ V + (or y ∈ V −) is properly quasi-invertible if and only if (x, y)
is quasi-invertible for all y ∈ V − (or all x ∈ V +, respectively). The
Jacobson radical RadV = (RadV +,RadV −) is the pair of sets of all
properly quasi-invertible elements.

To do computations in local Jordan pairs, we will need some further
properties and identities:

Proposition 1.3.9. Let V = (V +, V −) be a Jordan pair.

(i) For any x ∈ V σ and y ∈ V −σ, we have,

Qx,yQx = QxDx,y = Dy,xQx .

(ii) For invertible x ∈ V σ and any y ∈ V σ, we have

Qx,yQ
−1
x = Dx−1,y .

(iii) For (x, y) ∈ V with x invertible, Bx,y = Qx−1−yQx. If y is
invertible, we have Bx,y = QyQx−y−1.

(iv) Assume (x, y) ∈ V is quasi-invertible and z ∈ V −. Then (xy, z)
is quasi-invertible if and only if (x, y + z) is quasi-invertible in
(V −, V +). In this case, we have xy+z = (xy)z.

(v) (x, y) ∈ V is quasi-invertible if and only (y, x) is quasi-invertible
in (V −, V +). In this case, xy = x+ yxQx.

(vi) (x, zQy) ∈ V is quasi-invertible if and only if (xQy, z) is quasi-
invertible. In this case, (xQy)

z = xzQyQy.
(vii) The pair of sets RadV is an ideal.
(viii) If V is a local Jordan pair, then RadV is the set of non-

invertible elements of V .
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(ix) If V/RadV is a nontrivial Jordan division pair, then V is a
local Jordan pair.

(x) If (x, y) (mod RadV ) is quasi-invertible in V/RadV , then
(x, y) ∈ V is also quasi-invertible.

(xi) If x ∈ RadV + and y ∈ V −, then xy ∈ RadV +.
(xii) If x, y ∈ V + are invertible, then

x− y ∈ RadV + =⇒ x−1 − y−1 ∈ RadV − .

Proof.

(i) This is JP4 in [Loo1, 2.1].
(ii) From the definition of Qy,z, it is clear that

QxQy,zQx = QyQx,zQx ,

so

Qx,yQ
−1
x = QxQ

−1
x Qx,yQ

−1
x = QxQx−1,yQ−1

x

= QxQ
−1
x Dx−1,y = Dx−1,y .

(iii) This is [Loo1, 2.12].
(iv) This is [Loo1, 3.7(1)].
(v) This is [Loo1, 3.3].
(vi) This is [Loo1, 3.5(1)].
(vii) This is part of [Loo1, 4.2].
(viii) This is [Loo1, 4.4(a)].
(ix) This is [Loo1, 4.4(b)].
(x) This is [Loo1, 4.3].
(xi) If x ∈ RadV +, then (x, z) is quasi-invertible for all z ∈ V −.

Hence (x, y + z) is quasi-invertible for all z ∈ V −, so (xy, z)
is quasi-invertible for all z ∈ V −. Hence xy is properly quasi-
invertible, and xy ∈ RadV +.

(xii) Since RadV is an ideal and Qx is invertible, it is sufficient to
prove that (x−1− y−1)Qx is in RadV +. This is indeed true, as

(x−1 − y−1)Qx = x− y−1Qx−y+y
= x− y−1Qx−y,y − y−1Qx−y − y−1Qy
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= (x− y)− y−1Qx−y,y − y−1Qx−y ∈ RadV + ,

since x− y ∈ RadV +.

The connections between Jordan algebras and Jordan pairs are as
follows:

Proposition 1.3.10. Let (J,W, 1) be a quadratic Jordan algebra.
Then:

(i) (J, J) is a Jordan pair with Q := W .
(ii) J is a Jordan division algebra if and only if (J, J) is a Jordan

division pair.
(iii) J is a local Jordan algebra if and only if (J, J) is a local Jordan

pair.
(iv) The radical of the Jordan pair (J, J) is (Rad J,Rad J), where

Rad J is the radical of the Jordan algebra J .
(v) The map J 7→ (J, J) induces a bijection from isotopy classes

of local Jordan algebras to isomorphism classes of local Jordan
pairs.

Proof. The first statement (i) is [Loo1, 1.6]. Statements (ii) and (iii)
are in [Loo1, 1.10], and (v) is a consequence of (iii) and [Loo1, 1.12].
Finally, (iv) is one of the statements of [Loo1, 4.17].

Local Jordan pairs will pop up in the theory of local Moufang sets in
Chapter 7, which means it is interesting to know some examples.

Examples 1.3.11.

(1) Let A be a local associative (not necessarily commutative) ring.
Then V = (A,A) with Qa : A→ A : x 7→ axa is a local Jordan
pair.

(2) Let V = (V +, V −) be a Jordan division pair over a field k and
let R be a commutative k-algebra which is a local ring. Then
we can define V ⊗k R = (V + ⊗k R, V − ⊗k R) with

(x⊗ r)Qy⊗s := xQy ⊗ rs2 .

This is a local Jordan pair.
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(3) Let J be a finite dimensional Jordan division algebra over a
field K which is complete with respect to a discrete valuation v.
Then we can extend the valuation on K to a valuation vJ on J .
The subalgebra J0 = {x ∈ J | vJ(x) > 0} is now a local Jordan
algebra with Rad J0 = {x ∈ J | vJ(x) > 0} (and hence (J0, J0)
is a local Jordan pair). We refer to [Kne,Pet1,Pet2] for more
details.

1.4 Moufang sets

1.4.1 Definition and construction

Moufang sets were introduced by J. Tits in the context of twin build-
ings in [Tit]. From a geometric point of view, Moufang sets are
Moufang buildings of rank one. From an algebraic point of view, they
are connected to abstract rank one groups introduced by Timmesfeld
[Tim]. A good reference to learn about Moufang sets are the notes
by T. De Medts and Y. Segev [DMS2].

Definition 1.4.1. A Moufang set M is a set X (with |X| > 2) with
a collection of groups (Ux)x∈X such that

(M1) For x ∈ X, Ux 6 Sym(X) fixes x and acts sharply transitively
on X \ {x}.

(M2) For x ∈ X and g ∈ 〈Ux | x ∈ X〉, we have Ugx = Uxg.

We write M =
(
X, (Ux)x∈X

)
. The groups Ux are called the root

groups of M and the group G = 〈Ux | x ∈ X〉 generated by these root
groups is called the little projective group of M.

One immediate consequence of the definition of a Moufang set is
that the little projective group acts doubly transitively on X and
furthermore, for any two different x, y ∈ X, we have G = 〈Ux, Uy〉.
This allows us to fix any two points 0 and ∞ in X and only work
with the groups U0 and U∞. By the 2-transitivity, there must also
be elements τ ∈ G swapping 0 and ∞,and hence also U τ∞ = U0 (and
U τ0 = U∞). This means that G = 〈U∞, τ〉. This led T. De Medts
and R. Weiss to construct Moufang sets from a group U and one
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permutation τ in [DMW]. It is common to write this group additively
even though it need not be commutative, hence we will write 0 for
the identity.

Construction 1.4.2. Let U be a group and denote the identity
element of U by 0 and assume τ is a permutation of U \ {0}. We
now set X = U ∪ {∞} with ∞ a new symbol. For each x ∈ U ,
let αx be the permutation of X given by ∞αx = ∞ and the right
permutation action of U elsewhere. Furthermore, extend τ to X by
defining 0τ = ∞ and ∞τ = 0. We can now define a group Ux for
each x ∈ X as follows:

U∞ := {αx | x ∈ U} U0 := U τ∞ Ux := Uαx0

for all x ∈ X \ {0,∞}. We write

M(U, τ) :=
(
X, (Ux)x∈X

)
.

If you start from a Moufang set M and take U∞ and any τ ∈ G
swapping 0 and ∞, then by (M2) we get M = M(U∞, τ). In general
however, M(U, τ) need not be a Moufang set. What we do get is a
so-called pre-Moufang set (a notion introduced by O. Loos in [Loo5]):

Definition 1.4.3. A pre-Moufang set is a set X with a collection of
groups (Ux)x∈X satisfying (M1).

Clearly a Moufang set is a pre-Moufang set. The little projective
group of a pre-Moufang set still acts doubly transitively on X, so we
can still always choose two points 0 and ∞.

1.4.2 µ-maps and Hua maps

Assume we have a (pre-)Moufang set M with fixed points 0 and ∞.
For any x 6=∞, we write αx for the unique element of U∞ such that
0αx = x. Even though we know G acts doubly transitively, it is
interesting to have specific maps swapping 0 and ∞. The following
proposition describes such maps:

Proposition 1.4.4. Let M be a pre-Moufang set with fixed points 0
and ∞ and assume x ∈ X \ {0,∞}. Then there is a unique element
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µx ∈ U0αxU0 such that 0µx =∞ and ∞µx = 0. We call this map the
µ-map corresponding to x.

Proof. The proof of Proposition 4.1.1 from [DMS2] only requires (M1).

If M is a Moufang set, we usually choose τ to be a µ-map. In M(U, τ),
τ is in general not a µ-map, but we can use µ-maps to determine
which M(U, τ) are Moufang sets:

Theorem 1.4.5. The construction M(U, τ) is a Moufang set if and
only if Uµx = U τ for all x ∈ X \ {0,∞}. In this case M(U, τ) =
M(U, µx) for any x ∈ X \ {0,∞}.

Proof. This is Theorem 3.1(i) in [DMW], also using the fact that µ−1x
is also a µ-map. The second statement is Lemma 4.1.2 in [DMS2].

If we have a Moufang set and a fixed τ swapping 0 and ∞, we also
get a specific element fixing 0 and ∞ for each x ∈ X \ {0,∞}.

Definition 1.4.6. Let M(U, τ) be a Moufang set and x ∈ X \{0,∞}.
The Hua map corresponding to x is hx := τµx. The Hua subgroup of
M is the group H := 〈µxµy | x, y ∈ X \ {0,∞}〉.

Observe that if τ is a µ-map, the Hua subgroup is the group generated
by Hua maps. The Hua subgroup fixes 0 and ∞, and it is in fact
equal to the two-point stabilizer of the little projective group.

Theorem 1.4.7. If M is a Moufang set with little projective group
G, then H = G0,∞ and G∞ = U∞H.

Proof. This is Theorem 3.1(ii) in [DMW].

The Hua maps can also be used to determine when the construction
M(U, τ) is a Moufang set, but it requires a different definition of the
Hua maps (which coincides when we know we have a Moufang set).
When using this different definition of hx, one gets

Theorem 1.4.8. The construction M(U, τ) is a Moufang set if and
only if hx

∣∣
U
is an automorphism of U for all x ∈ X \ {0,∞}.
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Proof. This is Theorem 3.2 in [DMW].

1.4.3 Special Moufang sets

Suppose we have a Moufang set M. We generally write αx for the
unique element of U∞ such that 0αx = x. We write −x := 0α−1x , so
α−1x = α−x.

Definition 1.4.9. AMoufang setM(U, τ) is special if (−x)τ = −(xτ)
for all x ∈ X \ {0,∞}.

One reason to study special Moufang sets is because it puts extra
restrictions on the structure of the Moufang set. One main motivation
is given by the following conjecture:

Conjecture 1.4.10. A special Moufang set M has abelian root groups.

There is also a converse to this, which was proven by Y. Segev in
[Seg]:

Theorem 1.4.11. If M(U, τ) is a Moufang set with U abelian, then
either H = 1 or M(U, τ) is special.

As it is likely that having a special Moufang set implies having abelian
root groups, it is interesting to see what we can prove if we assume
both. The following proposition gives a short list of identities one can
prove in this case.

Proposition 1.4.12. Let M be a special Moufang set with abelian
root groups. Then

(i) µ2x = 1 for all x ∈ X \ {0,∞};
(ii) hx = h−x for all x ∈ X \ {0,∞};
(iii) hyhxhy = hxhy for all x ∈ X \ {0,∞};
(iv) µxµxαyµy = µyµxαyµx for all x, y ∈ X \ {0,∞} with y 6= −x.

Proof.

(i) This is Lemma 5.1 in [DMS1].
(ii) This is Proposition 5.2(1) in [DMS1].
(iii) This is Proposition 5.2(4) in [DMS1].
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(iv) This is Proposition 5.8(1) in [DMS1].

1.4.4 Homomorphisms of Moufang sets

Homomorphisms of Moufang sets have not gotten much attention so
far. A short attempt was made by T. De Medts in an unpublished note
[DM], but he was not satisfied with the definition and abandoned the
idea. O. Loos picked up his idea, and created a categorical framework
for Moufang sets in [Loo5].

Definition 1.4.13. Let M = (X, (Ux)) and M′ = (X ′, (U ′x)) be two
Moufang sets. A homomorphism is an injective map ϕ : X → X ′ such
that

Uxϕ ⊆ ϕU ′xϕ for all x ∈ X.

We also write ϕ : M → M′. The category Mou is the category with
Moufang sets as objects and homomorphisms as morphisms.

A homomorphism ϕ is an isomorphism if there exists a homomorphism
of Moufang sets ϕ−1 : M′ →M such that ϕϕ−1 = ϕ−1ϕ = 1.

T. De Medts was dissatisfied with the definition because of the injec-
tivity requirement. If injectivity is not required, one can also get a
constant map, but a non-injective map will always be constant. In
short, there are no interesting quotients in this category.

When ϕ : M → M′ is a homomorphism of Moufang sets, O. Loos
proved for each x ∈ X the existence of a unique map θx : Ux → U ′xϕ
such that

uϕ = ϕθx(u) for all u ∈ Ux,

and using these homomorphisms he also proved the following:

Proposition 1.4.14. Let ϕ : X → X ′ be a map. Then the following
are equivalent:

(i) ϕ is an isomorphism of Moufang sets;
(ii) ϕ is a bijective homomorphism of Moufang sets;
(iii) ϕ is a bijective map and Ux = ϕU ′xϕϕ

−1 for all x ∈ X.

Proof. See Lemma 2.3 in [Loo5].
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1.4.5 Examples of Moufang sets

We now give some examples of Moufang sets. There are many different
kinds of Moufang sets, and often also many different descriptions of
these Moufang sets. The following examples are ones that we have
extended to the setting of local Moufang sets in Part II.

Projective Moufang sets

The easiest class of Moufang sets corresponds to projective lines over
fields or skew fields. Let K be a (skew) field and set

U = (K,+) and τ : U \ {0} → U \ {0} : x→ −x−1 .

Then M(U, τ) is a Moufang set we denote by M(K) with Hua maps
given by hx : y 7→ xyx. It is possible to consider the underlying set
U ∪ {∞} as P1(K), the projective line over K by the identification

x 7→ [1, x] and ∞ 7→ [0, 1] .

With this identification the little projective group becomes PSL2(K).
We call this Moufang set a projective Moufang set .

In [DMW], the projective Moufang sets over fields of characteristic
different from 2 are characterized up to isomorphism:

Theorem 1.4.15. Suppose M is a special Moufang set with abelian,
uniquely 2-divisible root groups and an abelian Hua subgroup. Then
there is a field K with char(K) 6= 2 such that M ∼= M(K).

Proof. This is Theorem 6.1 in [DMW].

The case where U is not uniquely 2-divisible has been studied by
M. Grüninger in [Grü]. In this case, M arises from a specific Jordan
division algebra.
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Moufang sets from Jordan division algebras

A more general class of Moufang sets arises from Jordan division
algebras. Let (J,W, 1) be a Jordan division algebra, then set

U = (J,+) and τ : U \ {0} → U \ {0} : x→ −x−1 .

Again M(U, τ) is a Moufang set, and we denote it by M(J). One
interesting property of these Moufang sets is that we can retrieve W
from the Moufang set, as

hx = Wx for all x ∈ U \ {0}.

This would suggest that, under some conditions, we should be able
to get a Jordan division algebra from a Moufang set. This will be the
case: assume M(U, τ) is a Moufang set with τ a µ-map, and suppose
U is an abelian, uniquely 2- and 3-divisible group. For all x, y ∈ U
we set

hx,y := hx+y − hx − hy ,

where we set h0 := 0. Then the following theorem characterizes
Moufang sets coming from most Jordan division algebras originally
proved in [DMW]:

Theorem 1.4.16. If M(U, τ) is a Moufang set with τ = µe and U
an abelian, uniquely 2- and 3-divisible group. If the map (x, y) 7→ hx,y
is biadditive, then (U, h, e) is a Jordan division algebra.

Proof. This is Corollary 5.12 in [DMS1].

It is interesting to remark that this correspondence can also be made
with Jordan pairs. In [Loo4], O. Loos introduced the notion of division
pairs, and in [Loo5] he showed that every division pair gives rise to a
Moufang set. As Jordan division pairs are also division pairs, we also
get a Moufang set from Jordan division pairs.

Orthogonal Moufang sets

One specific type of Moufang sets arising from Jordan division alge-
bras can also be described by quadratic forms. Let K be a field and
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W a K-vector space. A quadratic form is a quadratic map q : W → K
with corresponding bilinear form f defined by

f(x, y) := q(x+ y)− q(x)− q(y) .

We assume q is anisotropic, i.e. q(x) = 0 ⇐⇒ x = 0. We set

U = {(x, t) ∈W ×K | q(x) = t}
τ : U \ {(0, 0)} → U \ {(0, 0)} : (x, t) 7→ (xt−1, t−1) .

Now U is an abelian group with group operation

(x, s) + (y, t) = (x+ y, s+ t+ f(x, y)) .

Furthermore, M(U, τ) is a Moufang set we denote by M(W, q).

Hermitian Moufang sets

Hermitian Moufang sets arise from Hermitian forms. Let K be a
(skew) field with involution ∗ and W a right K-vector space. We
write

Λ = {t− t∗ | t ∈ K} .
A map h : W ×W → K is Hermitian if for all x, y ∈W and s, t ∈ K

h(xt, ys) = t∗h(x, y)s and h(x, y)∗ = h(y, x).

A Λ-quadratic form is a map q : W → K/Λ such that there is a
hermitian map h with

q(x+ y) = q(x) + q(y) + h(x, y) and q(xt) = t∗q(x)t

for all x, y ∈ W and t ∈ K. We call q anisotropic if q(x) = 0 ⇐⇒
x = 0. We now set

U = {(x, t) ∈W ×K | q(x)− t = Λ}
τ : U \ {(0, 0)} → U \ {(0, 0)} : (x, t) 7→ (xt−1, t−1) .

Again U is a group with

(x, s) · (y, t) = (x+ y, s+ t+ h(y, x)) .

If h is not symmetric, U is not abelian. We get a Moufang set M(U, τ)
which we denote by M(W, q).





Part I

The theory of local
Moufang sets





Definitions and
first properties2

We define local Moufang sets and try to develop some of the basic
theory analogous to the theory of Moufang sets. We soon need the
notion of units in local Moufang sets, and we use these to define µ-
maps an Hua maps. Finally, we prove that the Hua subgroup equals
the two-point stabilizer in local Moufang sets, a result that was known
for Moufang sets.

2.1 Local Moufang sets

2.1.1 Defining a local Moufang set

Local Moufang sets are generalizations of Moufang sets which encom-
pass a larger class of groups with very nice actions. While Moufang
sets act on sets, local Moufang sets need a richer structure to act
on: sets with an equivalence relation. Informally, this equivalence
relations describes when two points are ‘close’. This idea already
pops up in [BS], even though I did not know of this article when I
discovered the approach.

Definition 2.1.1. A local Moufang set M consists of the following
data:

(1) a set with equivalence relation (X,∼) with |X| > 2;
(2) for each x ∈ X a root group Ux 6 Sym(X,∼).

The little projective group is the group generated by the root groups,
and is usually denoted by G := 〈Ux | x ∈ X〉. This data must satisfy
the following axioms:

39
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(LM0) If x ∼ y for x, y ∈ X, then Ux = Uy.
(LM1) For x ∈ X, Ux fixes x and acts sharply transitively on X \x.
(LM1’) For x ∈ X, Ux fixes x and acts sharply transitively on

X \ {x}.
(LM2) For x ∈ X and g ∈ G, we have Ugx = Uxg.

We use the notation Ux := Ux, which is justified by (LM0).

It is worth noting that from these axioms, we also get

(LM2’) For x ∈ X and g ∈ G, we have Ugx = Uxg;

this follows from (LM2) and the fact that we are working with the
induced action. By (LM0) the group Ux only depends on x, and
(LM1’) and (LM2’) precisely state that (X, (Ux)x∈X) is a Moufang
set.

Definition 2.1.2. Let M = (X, (Ux)x∈X) be a local Moufang set.
The quotient Moufang set is the Moufang set (X, (Ux)x∈X) we denote
by M .

The fact that this Moufang set is indeed a quotient of M, for some
sensible notion of quotient, will be shown in Proposition 4.1.18.

As in the case of Moufang sets, the axiom (LM2) is the most restrictive.
Hence, we also name the structures which do not necessarily satisfy
(LM2).

Definition 2.1.3. A local pre-Moufang set consists of the same data
as a local Moufang set, but need not satisfy (LM2).

As we intended to generalize Moufang sets, it is worthwhile to notice
when a local Moufang set is in fact a Moufang set. The structure we
added is the equivalence relation, so as one would expect, we get a
Moufang set when this equivalence relation is trivial.

Proposition 2.1.4. Let M be a local (pre-)Moufang set acting on a
set (X,∼). Then M is a (pre-)Moufang set if and only if ∼ is the
identity relation.

Proof. If ∼ is the identity relation, (LM1) reduces to (M1). Hence
M is a pre-Moufang set. Conversely, assume M is a pre-Moufang set.
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Take any x ∈ X and any y ∈ X \ x. By (M1), we find yUx = X \ {x},
but by (LM1), we get yUx = X \x. Hence x = {x} for all x ∈ X, so ∼
is the identity relation. Finally, (LM2) actually coincides with (M2),
so the same statement holds for Moufang sets and local Moufang
sets.

2.1.2 Generation and transitivity

The little projective group G may seem hard to grasp, but it turns
out that it is sufficient to take two root groups in ‘general position’
to generate all of G.

Proposition 2.1.5. Let M be a local Moufang set, and x, y ∈ X with
x 6∼ y. Then 〈Ux, Uy〉 = G.

Proof. It is sufficient to show that Uz ⊆ 〈Ux, Uy〉 for any z ∈ X.
Assume first that z ∼ x. Then z 6∼ y, so by (LM1) there is an element
g ∈ Uy such that xg = z. By (LM2), Uz = Ugx ⊆ 〈Ux, Uy〉. Similarly,
if z 6∼ x, then there is an element g ∈ Ux such that yg = z, so
Uz = Ugy ⊆ 〈Ux, Uy〉.

This means that it is sufficient to give the set with its equivalence
relation and two such root groups to generate all the data of a local
Moufang set. A next natural question is whether or not it makes a
difference which two such root groups we take. It turns out that every
two non-equivalent points play the same role:

Proposition 2.1.6. Let M be a local Moufang set. The little projec-
tive group G acts transitively on {(x, y) ∈ X2 | x 6∼ y}.

Proof. Let (x, y) and (x′, y′) be such pairs. We will first map x to x′.
Since |X| > 2, there is a point z ∈ X such that x 6∼ z and x′ 6∼ z.
By (LM1), there is an element g ∈ Uz s.t. x · g = x′, and hence
(x, y) · g = (x′, y′′) for some y′′ 6∼ x′.

So, after renaming, we have reduced the question to finding an element
mapping (x, y) to (x, y′). Since y 6∼ x and y′ 6∼ x, there is an element
g ∈ Ux mapping y to y′, hence (x, y) · g = (x, y′).
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These two propositions indicate that we can choose two points and
do computations involving the two corresponding root groups.

Definition 2.1.7. Let (X,∼) be a set with equivalence relation. We
say a tuple of points (x, y) in X is a basis if x 6∼ y.

In the theory of Moufang sets, there are big differences between
Moufang sets that act sharply transitive on the bases, and those
whose transitive action is not sharp.

Definition 2.1.8. When the little projective group of a local Moufang
set acts sharply transitively on {(x, y) ∈ X2 | x 6∼ y}, we call it
improper . Otherwise, we say we have a proper local Moufang set.

To simplify matter, we will henceforth fix a basis.

Notation.

• We fix a basis (0,∞) in X.
• For any x 6∼ ∞, we write αx for the unique element of U∞

mapping 0 to x (which exists by (LM1)).
• For x 6∼ ∞, we set −x := 0 · α−1x .

As a consequence of this notation, we have α0 = 1 and α−1x = α−x
for x 6∼ ∞.

2.1.3 Units

In this paragraph, we will assume we have a local Moufang set with
fixed basis (0,∞).

Definition 2.1.9. We call x ∈ X a unit if x 6∼ 0 and x 6∼ ∞. We
denote U×∞ = {αx | x a unit} and U◦∞ = U∞\U×∞.

While the name ‘unit’ may seem odd at this time, it originates from
the projective local Moufang sets, where these ‘units’ correspond to
invertible elements (see Proposition 6.2.4). These elements will pop
up everywhere in the theory of local Moufang sets. Note that the
definition of a unit depends on the choice of basis.

There are a few other ways of characterizing the units, based on their
corresponding elements of U∞.
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Proposition 2.1.10. Let M be a local Moufang set, and x ∈ X \∞.
Then the following are equivalent:

(i) x is a unit;
(ii) αx does not fix 0;
(iii) αx does not fix any element of X \∞.

Proof.

(i) ⇔ (ii). We have x = 0αx ∈ 0αx, so

x is a unit ⇐⇒ x 6∼ 0 ⇐⇒ x 6∈ 0 ⇐⇒ 0 6= 0 · αx .

(ii) ⇔ (iii). The induced permutation αx is contained in U∞. By
(LM1’), this element fixes either all elements or no ele-
ments of X \ {∞}.

Corollary 2.1.11. Let M be a local Moufang set, and x ∈ X with
x 6∼ ∞. Then x is a unit if and only if −x is a unit.

Proof. This follows from Proposition 2.1.10(ii), as α−x = αx
−1.

Using the equivalent descriptions of units, we can now give another
description of U×∞ and U◦∞:

Corollary 2.1.12. The following equalities hold:

U×∞ = {g ∈ U∞ | g does not fix any element of X \∞}
= {g ∈ U∞ | g 6= 1} ,

U◦∞ = {g ∈ U∞ | g fixes X} = {g ∈ U∞ | g = 1} .

Proof. The first equality is immediate using Proposition 2.1.10(iii).
By (LM1’), g fixes one element of X \∞ if and only if it fixes all of
X, which proves the second equality.

As some of these descriptions do not depend on the choice of basis,
we can use them in all root groups:
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Definition 2.1.13. Let x ∈ X, then we define

U×x = {g ∈ Ux | g 6= 1}
U◦x = Ux\U×x = Ker(Ux → Ux) .

As for ∞, the elements of U×x are precisely those that do not fix y for
any y 6∼ x. By these characterizations, we can see that (U×x )g = U×x·g
and (U◦x)g = U◦x·g.

2.2 µ-maps and Hua maps

2.2.1 µ-maps

In a local Moufang set with a fixed basis (0,∞), we know by Propo-
sition 2.1.6 that there must be an element of G swapping these two
points. We look at the double cosets U0αxU0, and find that there
often is an element switching our two points.

Proposition 2.2.1. For each unit x ∈ X, there is a unique element
µx ∈ U0αxU0 such that 0µx =∞ and ∞µx = 0; it is called the µ-map
corresponding to x.

Moreover, µx = gαxh ∈ U×0 αxU
×
0 , where g is the unique element of

U0 mapping ∞ to −x and h is the unique element of U0 mapping x
to ∞.

Proof. Let gαxh be an element of U0αxU0, then the conditions trans-
late to

∞ = 0gαxh = xh and ∞ = 0h−1α−1x g−1 = (−x)g−1 ,

so g is the unique element of U0 mapping ∞ to −x, and h is the
unique element of U0 mapping x to ∞. Since x 6∼ ∞, both g and h
are in U×0 , and since both g and h are unique, so is µx.

Some properties of the µ-maps:

Lemma 2.2.2. Let e be a unit and write τ = µe. Then



2.2. µ-maps and Hua maps 45

(i) U τ0 = U∞ and U τ∞ = U0.
(ii) G = 〈U0, U∞〉 = 〈U∞, τ〉.
(iii) Let x ∈ X. Then x is a unit if and only if xτ is a unit.

Proof.

(i) This follows immediately from (LM2) and Proposition 2.2.1.
(ii) The fact that G = 〈U0, U∞〉 already follows from Proposi-

tion 2.1.5, and the second equality 〈U0, U∞〉 = 〈U∞, τ〉 then
follows from (i).

(iii) Since τ preserves the equivalence and switches 0 and ∞, we
have x ∼ 0 ⇐⇒ xτ ∼ ∞ and x ∼ ∞ ⇐⇒ xτ ∼ 0.

Before, we noticed that two root groups were sufficient to generate
all root groups. Now, we have seen that one root group and a µ-map
suffices.

Notation.

• We henceforth fix a µ-map and call it τ (one always exists as
|X| > 2).
• For each x 6∼ ∞, we define γx := ατx ∈ U0, which is the unique

element of U0 mapping ∞ to xτ .

Many of the following identities will be crucial in later calculations.

Lemma 2.2.3. Let x be a unit, and set ∼x := (−(xτ−1))τ . Then

(i) µx does not depend on the choice of τ ;
(ii) µx = ατ(−x)τ−1 αx α

τ
−(xτ−1);

(iii) µ−x = µ−1x ;
(iv) µxτ = µτ−x;
(v) µx = αxα

τ
−(xτ−1) α−∼x;

(vi) ∼x = −((−x)µx);
(vii) ∼x does not depend on the choice of τ .
(viii) µ−x = α−∼xµ−xαxµ−xα∼−x.

Proof.
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(i) This follows from the definition of µx.
(ii) By Proposition 2.2.1, µx = gαxh, where g is the unique element

of U0 mapping ∞ to −x and h is the unique element of U0

mapping x to ∞. Hence g = γ(−x)τ−1 = ατ(−x)τ−1 and h =

γ−1
xτ−1 = α−τ

xτ−1 = ατ−(xτ−1).

(iii) As µx swaps 0 and ∞, so does µ−1x ∈ U0α
−1
x U0 = U0α−xU0.

Since µ−x is the unique such element in U0α−xU0, we must
have µ−1x = µ−x.

(iv) By (i), we can use (ii) with τ−1 in place of τ for the right-hand
side, so we get

µxτ = µτ−x

⇐⇒ ατ(−(xτ))τ−1 αxτ α
τ
−x =

(
ατ
−1

xτ α−x α
τ−1

−((−x)τ)
)τ

⇐⇒ ατ(−(xτ))τ−1 αxτ α
τ
−x = αxτ α

τ
−x α−((−x)τ)

⇐⇒ α−τ−xα
−1
xτ α

τ
(−(xτ))τ−1 αxτ α

τ
−x = α−((−x)τ)

⇐⇒ α−τ−xα
−1
xτ α

τ
−((−(xτ))τ−1) αxτ α

τ
−x = α(−x)τ .

By (LM2), the left-hand side belongs to

U
αxτ ατ−x
0 = U0·αxτ ατ−x = U∞ ,

so the left-hand side is equal to αy for

y = 0 · α−τ−xα−1xτ ατ−((−(xτ))τ−1) αxτ α
τ
−x

= −(xτ) · τ−1α−((−(xτ))τ−1)τ αxτ α
τ
−x

=∞ · ατ−x = (−x)τ.

Hence the last of the equivalent equalities holds, and indeed
µxτ = µτ−x.

(v) By (ii), we have

µxτ = ατ(−(xτ))τ−1 αxτ α
τ
−x ,

and hence by (iv),

µx = µ−τ
−1

xτ = αx α
τ−1

−xτ α−(−(xτ))τ−1 .

Since µx does not depend on the choice of τ , we can replace τ
by τ−1 in the right-hand side, which gives the required identity.
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(vi) When we apply both sides of the identity (v) to −x, we get

(−x) · µx = (−x) · αxατ−(xτ−1) α−∼x = 0 · α−∼x = −∼x

which gives ∼x = −((−x)µx).
(vii) Since µx does not depend on the choice of τ , and we have just

shown ∼x = −((−x)µx), we conclude that ∼x does not depend
on the choice of τ either.

(viii) The equation (v) does not depend on the choice of τ . If we
substitute −x for x and µ−x for τ , then we get, using (vi),

µ−x = α−xµxα−((−x)µx)µ−xα−∼−x = α−xµxα∼xµ−xα−∼−x .

Moving all terms except µ−x from the right hand side to the
left hand side gives the result.

Proposition 2.2.4. Let x, y ∈ X be units such that x 6∼ y. Then

z := xτ−1α−(yτ−1)τ

is independent on the choice of τ . Furthermore,

z = xα−yµyα∼y and ∼z = yα−xµxα∼x .

Finally, µyµzµ−x = µyα−x.

Proof. By Lemma 2.2.3(v) we get z = xατ−(yτ−1) = xα−yµyα∼y,
so it does not depend on the choice of τ . Now we have z = 0 ·
αxτ−1α−(yτ−1)τ , so

∼z = 0 · (αxτ−1α−(yτ−1))
−1τ = 0 · αyτ−1α−(xτ−1)τ.

This coincides with our definition of z with x and y interchanged, so
∼z = yα−xµxα∼x.

For the final equality, we repeatedly use Lemma 2.2.3(v).

µz = αzα
τ
−(zτ−1)α−∼z

= αzα
−τ
xτ−1α−(yτ−1)

α−∼z

= αz(αxτ−1α−(yτ−1))
−τα−∼z
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= αz(α
−1
−(yτ−1)

α−(xτ−1))
τα−∼z

= αzα
−τ
−(yτ−1)

ατ−(xτ−1)α−∼z

= αzα−∼yµ−yαyα−xµxα∼xα−∼z

= αxα−yµyα∼yα−∼yµ−yαyα−xµx(αyα−xµxα∼xα−∼x)−1

= αxα−yµyµ−yαyα−xµxα−(yα−xµx)

Hence, again using Lemma 2.2.3(v) but replacing τ by µ−x and µ−y,
we get

µyµzµ−x = µyαxα−yµyµ−yαyα−xµxα−(yα−xµx)µ−x

= α
µ−y
xα−yµyαyα−xα

µ−x
−(yα−xµx)

= α−∼(xα−y)µ−(xα−y)αxα−yαyα−xα−(yα−x)µyα−xα∼(yα−x)

= α−∼(xα−y)µ−(xα−y)αxα−yµ−(xα−y)α∼−(xα−y)

= µ−(xα−y) = µyα−x ,

using Lemma 2.2.3(viii) for the second to last equality.

2.2.2 Hua maps

As µ-maps swap 0 and ∞, products of an even number of µ-maps fix
0 and ∞. The Hua maps are a specific case of these maps.

Definition 2.2.5. The Hua map hx,τ corresponding to a unit x is
the element

hx,τ = τµx = ταxτ
−1α−(xτ−1)τ α−∼x ∈ G .

Remark 2.2.6. Since the µ-maps did not depend on the choice of
τ , the Hua maps do. This is made clear by the inclusion of τ in the
notation hx,τ . When it is clear (or irrelevant) which τ is used, we will
omit this addition and simply write hx.

Some basic properties of the Hua maps are the following:

Lemma 2.2.7. Let x, y ∈ X be units. Then
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(i) hx,τ−1 = h−1xτ,τ ;

(ii) µxhy = µ
hy
x ;

(iii) hxτ = hτ−x;
(iv) hxhy = h−yh

−1
xτ hy.

Proof.

(i) We have hx,τ−1 = h−1xτ,τ if and only if τ−1µx = (τµxτ )−1, which
holds by Lemma 2.2.3(iv).

(ii) Applying Lemma 2.2.3(iv) twice (with τ and µy), we get

µxhy = µxτµy = µ
−µy
xτ = (µ−τx )−µy = µ

τµy
x = µ

hy
x .

(iii) Using Lemma 2.2.3(iv), we get

hxτ = τµxτ = τµτ−x = (τµ−x)τ = hτ−x .

(iv) Using Lemma 2.2.3(iv) twice, and inserting τ−1τ , we get

hxhy = τµxτµy = τµ−yµ
−1
xτ µy

= τµ−y µ
−1
xτ τ

−1 τµy = h−yh
−1
xτ hy .

The action of Hua maps on U∞ by conjugation behaves well with
respect to the action on X:

Lemma 2.2.8. Let x be a unit. Then for any y ∈ X \ ∞, we have
αhxy = αyhx . In particular, (αyαz)

hx = αyhxαzhx for all y, z ∈ X \∞.

Proof. Since Hua maps normalize U∞, we have αhxy ∈ U∞. Since

0αhxy = 0h−1x αyhx = yhx ,

the first equality holds. The second identity now follows immediately.

In particular, the Hua maps induce automorphisms of U∞:

Corollary 2.2.9. For any unit x, permutation of U∞ defined by
αa 7→ αahx is an automorphism.

Finally, we consider the group generated by Hua maps. To be consis-
tent with a later definition, we define it as the group of products of
an even amount of µ-maps:
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Definition 2.2.10. The Hua subgroup is

H := 〈µxµy | x, y units〉 .

As τ is a µ-map, we also have H = 〈hx | x a unit〉. Note that
H 6 G0,∞, where G0,∞ is the two-point stabilizer of 0 and ∞. In
fact, H = G0,∞, as we will show in Theorem 2.3.7.

2.3 The Hua subgroup and the two-point sta-
bilizer

2.3.1 Quasi-invertibility

We define quasi-invertibility and the left and right quasi-inverse sim-
ilar to [Loo4, §4]. These notions, and the identity that follows from
them, will be important in the next two subsections.

Definition 2.3.1. A couple (x, y) ∈ X2 s.t. x 6∼ ∞ and y 6∼ ∞ is
quasi-invertible if one of the following is satisfied: xτ 6∼ −y, x ∼ 0 or
y ∼ 0.

If (x, y) is quasi-invertible, we can associate two other elements to
the pair:

Definition 2.3.2. Let (x, y) be quasi-invertible, then we define the
left quasi-inverse and right quasi-inverse as

xy = (−y) · ατ−x and xy = −(x · ατ−1

y ) .

Note that the condition for quasi-invertibility ensures that the left
and right quasi-inverse are not in ∞. Furthermore, x ∼ 0⇔ xy ∼ 0
and y ∼ 0⇔ xy ∼ 0.

Proposition 2.3.3. Let (x, y) be quasi-invertible (so x 6∼ ∞ 6∼ y)
with y 6∼ 0, then

αxy α
τ
x αy α

τ
xy = µxy µy .
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Proof. By the observation above, xy 6∼ 0, so the right-hand side
is defined. By Lemma 2.2.3(v), we have µxy = αxy α

τ
−(xyτ−1) α−∼xy.

Furthermore, by the definition of xy, we have

−(xyτ−1) = −(0 · α(−y)τ−1α−x) = 0 · αxα−(−y)τ−1 ,

so α−(xyτ−1) = αxα−(−y)τ−1 . Plugging these into our equality gives

αxy α
τ
x αy α

τ
xy = µxy µy

⇐⇒ αy α
τ
xy = ατ−(−y)τ−1 α−∼xy µy

⇐⇒ α∼xyα
τ
(−y)τ−1αy α

τ
xy = µy .

Now we use Lemma 2.2.3(ii) to find µy = ατ(−y)τ−1αyα
τ
−(yτ−1), chang-

ing the identity to prove to

αxy α
τ
x αy α

τ
xy = µxy µy

⇐⇒ α∼xyα
τ
(−y)τ−1αy α

τ
xy = ατ(−y)τ−1αyα

τ
−(yτ−1)

⇐⇒ α∼xyα
τ
(−y)τ−1αy α

τ
xyα

τ
yτ−1α

−1
y α−τ

(−y)τ−1 = 1X .

Now we have

ατ(−y)τ−1αy α
τ
xyα

τ
yτ−1α

−1
y α−τ

(−y)τ−1 ∈ U
α−1
y α−τ

(−y)τ−1

0 = U0·α−1
y α−τ

(−y)τ−1

by (LM2), and

0 · α−1y α−τ
(−y)τ−1 = (−y) · τ−1α−(−y)τ−1τ

= (−y)τ−1 · α−(−y)τ−1τ = 0τ =∞ ,

so the left-hand side of our last identity to prove is an element of U∞.
To prove it is the identity, it is now sufficient to prove that it maps 0
to 0, by (LM1). Note first that ∼xy = xα−1

(−y)τ−1τ . We have

0 · α∼xyατ(−y)τ−1αy α
τ
xyα

τ
yτ−1α

−1
y α−τ

(−y)τ−1

= xα−1
(−y)τ−1ττ

−1α(−y)τ−1ταy α
τ
xyα

τ
yτ−1α

−1
y α−τ

(−y)τ−1

= x · ατ−1

y αxyτα
τ
yτ−1α

−1
y α−τ

(−y)τ−1

= (−xy) · αxyτατyτ−1α
−1
y α−τ

(−y)τ−1
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= 0 · αyτ−1τα−yα
τ
−(−y)τ−1 = y · α−yατ−(−y)τ−1

= 0 · ατ−(−y)τ−1 = 0 ,

so the identity holds!

Remark 2.3.4. We could prove a similar identity to the one in the
above lemma, in the case where x 6∼ 0. In this case, we have

αxy α
τ
x αy α

τ
xy = µx µxy .

2.3.2 A Bruhat decomposition of G

By refining the argument in Proposition 2.1.6, we will be able to obtain
decompositions of the little projective group G which resemble the
Bruhat decomposition. This is based on a case distinction depending
on where the basis (0,∞) is mapped to by a given element.

Proposition 2.3.5. The little projective group G can be split into a
disjoint union

G = U0G0,∞U∞ ∪ U0G0,∞τU
◦
0 .

Furthermore, the decomposition of an element of G is unique in each
of the cases.

Proof. Let g be in G and denote (x, y) = (0,∞) · g. Now there are
two mutually exclusive cases:

x ∼ ∞: In this case there is a unique u0 ∈ U0 such that x · u0 =∞.
Since u0 fixes ∞, we have u0 ∈ U◦0 . We get

(x, y) · u0τ−1 = (0, y′)

for some y′ 6∼ 0. Hence there is a unique u′0 ∈ U0 such that
y′ · u′0 =∞, so we get

(0,∞) · gu0τ−1u′0 = (x, y) · u0τ−1u′0
= (0, y′) · u′0 = (0,∞) ,
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so gu0τ−1u′0 = h ∈ G0,∞. Hence

g = u′−h
−1

0 hτu−10 ∈ U0G0,∞τU
◦
0 .

Note that since u0 and u′0 are unique, so is h, and hence the
entire decomposition.

x 6∼ ∞: By (LM1), we find a unique u∞ ∈ U∞ such that x · u∞ = 0,
so (x, y) · u∞ = (0, y′). Next, we find a unique u0 ∈ U0 such
that y′ · u0 =∞, so

(0,∞) · gu∞u0 = (x, y) · u∞u0 = (0, y′) · u0 = (0,∞) .

This means gu∞u0 = h ∈ G0,∞, so

g = u−h
−1

0 hu−1∞ ∈ U0G0,∞U∞ .

Again, since u0 and u∞ are unique, so is h and the entire
decomposition.

By making similar case distinctions, one can get different decomposi-
tions, for example

G = U∞G0,∞U
◦
0 ∪ U∞G0,∞τU∞ .

For this decomposition, we would separate two cases: ∞ · g ∼ ∞ or
∞· g 6∼ ∞. In particular, we can check that if we take g ∈ U◦0U∞, we
always end up in the first component U∞G0,∞U

◦
0 , i.e.

U◦0U∞ ⊆ U∞G0,∞U
◦
0 . (2.1)

In Subsection 2.3.3 below, we will show that G0,∞ = H. A first
step towards this consists of showing that the inclusion (2.1) holds
with G0,∞ replaced by H. To obtain this, we will need the notion of
quasi-invertibility we introduced.

Proposition 2.3.6. In a local Moufang set, U◦0U∞ ⊆ U∞HU◦0 .

Proof. We will show this in two steps. First, we will prove that

U◦0U
×
∞ ⊆ U×∞HU◦0 , (2.2)
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and from that we will deduce the general inclusion.

So take an arbitrary element of U◦0U
×
∞, and denote it by ατxαy. Then

x ∼ 0 and ∞ 6∼ y 6∼ 0, so (x, y) is quasi-invertible. By Proposi-
tion 2.3.3, we have

ατxαy = α− xy µxy µy α
τ
−xy ∈ U×∞HU◦0 ,

since 0 6∼ − xy 6∼ ∞ and −xy ∼ 0. This proves (2.2).

For the general inclusion, we use the fact that if we have αy ∈ U◦∞, we
can split it up as αy = αy′αe, for units y′ and e; indeed, units exist,
and if e is a unit, then αyα−1e does not fix 0, so y′ is also a unit. So
we get

U◦0U
◦
∞ ⊆ U◦0U×∞U×∞ ⊆ U×∞HU◦0U×∞
⊆ U×∞HU×∞HU◦0 = U×∞U

×
∞HU

◦
0 ⊆ U∞HU◦0 ,

where we have used (2.2) twice, as well as HU×∞ = U×∞H.

Putting these two inclusions together, we get

U◦0U∞ = U◦0U
×
∞ ∪ U◦0U◦∞ ⊆ U×∞HU◦0 ∪ U∞HU◦0 = U∞HU

◦
0 .

2.3.3 The Hua subgroup is the two-point stabilizer

In the case of Moufang sets, one can use the Bruhat decomposition to
prove that G0,∞ = H, and as a consequence that the point stabilizer
G0 = U0H. In the case of local Moufang sets, the additional U◦0
in the decomposition seems to cause further difficulties in the proof.
However, using Proposition 2.3.6, we will be able to resolve these
difficulties, and we will again be able to prove that the Hua subgroup
coincides with the full two-point stabilizer of 0 and ∞ in G.

Theorem 2.3.7. For a local Moufang set M, we have the decompo-
sition

G = U0HU∞ ∪ U0HτU
◦
0

and hence G0 = U0H and H = G0,∞.
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Proof. Let K = U0H = HU0. We will examine the set

Q = KU∞ ∪KτU◦0 ;

our aim is to prove that it equals G. More precisely, we will show that
Q〈U∞, τ〉 = QG ⊆ Q, from which Q = G will follow immediately. We
will do this for each of the two pieces of Q separately.

(1) We will first show that KU∞G ⊆ Q. It is immediate that

KU∞U∞ = KU∞ ⊆ Q ,

so all we need to prove is that KU∞τ ⊆ Q, or equivalently, that
Kαaτ ⊆ Q for all αa ∈ U∞. Assume first that αa ∈ U◦∞; then
ατa ∈ U◦0 , so

Kαaτ = Kτατa ⊆ KτU◦0 ⊆ Q .

Finally, when αa ∈ U∞\U◦∞ = U×∞, we have

µaτα
τ
a = ατ(−aτ)τ−1 αaτ

by Lemma 2.2.3(ii). Since µaττ−1 ∈ H ⊆ K, this implies

Kαaτ = Kτατa = Kµaττ
−1τατa = Kατ(−aτ)τ−1 αaτ ⊆ KU∞ .

(2) We will now show that KτU◦0G ⊆ Q. We have

KτU◦0 τ = Kτ2U◦∞ ⊆ KHU∞ = KU∞ ⊆ Q ,

so we need to prove that KτU◦0U∞ ⊆ Q. We now invoke Propo-
sition 2.3.6, and we get

KτU◦0U∞ ⊆ KτU∞HU◦0 = KU0HτU
◦
0 = KτU◦0 ⊆ Q.

We conclude that QG ⊆ Q, and hence Q = G as claimed.

We now know that G = U0HU∞∪U0HτU
◦
0 . If we take an element g in

the point stabilizerG0 and look at the two possibilities of decomposing
g, we get g ∈ U0H, so G0 = U0H. If we assume in addition that
g fixes ∞, we also see that the factor in U0 must be trivial, hence
G0,∞ = H.
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We can use this to give a different definition of improper local Moufang
sets:

Corollary 2.3.8. For a local Moufang set M, the following are equiv-
alent:

(i) M is improper;
(ii) H is trivial;
(iii) µx = µy for all units x and y.



Main construction3

In the theory of Moufang sets, T. De Medts and R. Weiss found a way
to construct Moufang sets using a minimal amount of information.
We generalize this construction to local Moufang sets, requiring a set
with equivalence relation, a group and one permutation, satisfying
some basic properties. We generate the data for a local pre-Moufang
set, but without extra assumptions, this is not necessarily a local
Moufang set. In Corollary 3.2.5, we prove some useful necessary and
sufficient conditions to ensure we get a local Moufang set.

3.1 How to construct a local Moufang set

We already know that, if we have a local Moufang set, then G =
〈U∞, τ〉. We now consider the converse: given a group U and a
permutation τ , both acting faithfully on a set with an equivalence
relation, we will try to construct a local Moufang set. Of course, we
will need additional conditions on U and τ .

Construction A. The construction requires some data to start with.
We need

(1) a set with an equivalence relation (X,∼), such that |X| > 2;
(2) a group U 6 Sym(X,∼), and an element τ ∈ Sym(X,∼).

The action of U and τ will have to be sufficiently nice in order to do
the construction.

(C1) U has a fixed point we call ∞, and acts sharply transitively
on X \∞.

(C1’) The induced action of U on X is sharply transitive on X\{∞}.

57
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(C2) ∞τ 6∼ ∞ and ∞τ2 =∞. We write 0 :=∞τ .

In this construction, we now define the following objects:

• For x 6∼ ∞, we let αx be the unique element of U mapping 0 to
x (this exists by (C1)).
• For x 6∼ ∞, we write γx := ατx, which then maps ∞ to xτ .
• We set U∞ := U and U0 := U τ∞. The other root groups are

defined as

Ux := Uαx0 for x 6∼ ∞, Ux := U
γxτ−1
∞ for x ∼ ∞.

This gives us all the data that is needed for a local Moufang set; we
denote the result of this construction by M(U, τ).

This construction does not usually give a local Moufang set, but it
always is a local pre-Moufang set.

Proposition 3.1.1. The construction M(U, τ) is a local pre-Moufang
set.

Proof. We first show (LM0). Let x ∼ y and suppose they are not
equivalent to ∞. Then U

α−1
x αy

x = Uy by definition. Now α−1x αy is
in U , and fixes x. By (C1’), this implies that α−1x αy = 1, so the
induced action of Ux is the same as that of Uy. If x ∼ ∞, we have
Ux = U

γxτ−1
∞ . We now want to see what the induced action of γxτ−1

is. We have
γxτ−1 = τ−1 αxτ−1 τ .

Remark that xτ−1 ∼ 0, so

0αxτ−1 = xτ−1 ∼ 0 ,

hence αxτ−1 fixes 0. By (C1’), αxτ−1 = 1, so

γxτ−1 = τ−1τ = 1 ,

and hence Ux = U∞. Now for all x ∼ y ∼ ∞, we have Ux = U∞ = Uy.

By (C1), (LM1) holds for U∞. Now, by definition, any other Ux is
equal to Ug∞ = g−1U∞g for some g with ∞g = x. It follows that
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each Ux fixes x and acts sharply transitively on (X \∞)g = X \ x, so
(LM1) holds for all root groups.

Similarly, (LM1’) holds for U∞ because of (C1’) and since U∞ fixes
∞ because U∞ fixes ∞. As before, any Ux is equal to Ug∞ = g−1U∞g
for some g with ∞g = x, so Ux is the induced action of Ug∞ on X.
This implies that Ux fixes ∞g = x and acts sharply transitively on
(X \ {∞})g = X \ {x}.

In a local pre-Moufang set given by the construction, we now introduce
some notation that we already know from the theory developed in
Chapter 2.

Notation.

• We call x ∈ X a unit if x 6∼ 0 and x 6∼ ∞.
• For x 6∼ ∞, we set −x := 0α−1x .
• For a unit x, we define the µ-map to be

µx := γ(−x)τ−1αxγ−(xτ−1) .

• For a unit x, we define the Hua map

hx := ταxτ
−1α−(xτ−1)τα−(−(xτ−1))τ .

• We set H := 〈µxµy | x, y units〉.
• We set G := 〈Ux | x ∈ X〉.
• We set U◦0 = {γx ∈ U0 | x ∼ 0}.

Remark 3.1.2. The µ-maps in this context are identical to the µ-
maps as in Proposition 2.2.1. As a consequence, Lemma 2.2.3(ii) and
(iii) still hold for these µ-maps.

On the other hand, we cannot ensure hx = τµx, as this requires
Lemma 2.2.3(v). The proof of this identity requires (LM2) in the proof
of Lemma 2.2.3(iv), though it can be shown using weaker assumptions.
This is precisely what we will do in the next section to characterize
when M(U, τ) gives rise to a local Moufang set.
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3.2 Conditions to satisfy (LM2)

To ensure that Construction A gives a local Moufang set, we will need
more information about the action of the Hua maps. We will first
prove a few lemmas. Throughout this section, we let M(U, τ) be as
in Construction A.

Lemma 3.2.1. Let x ∈ X be a unit. Then the following are equiva-
lent:

(i) Uhx∞ = U∞;
(ii) Uγxτ−1

∞ = Ux.
(iii) Uµx0 = U∞;

Proof.

(i)⇔(ii). We have

U
ταxτ−1α−(xτ−1)τα−(−(xτ−1))τ
∞ = U∞

⇐⇒ U
αxτ−1α−(xτ−1)τ

0 = U
α(−(xτ−1))τ
∞

⇐⇒ U
τ−1α−1

xτ−1τ
x = U∞

⇐⇒ Ux = U
γxτ−1
∞ ,

where we only use the definitions of the root groups in
M(U, τ).

(ii)⇔(iii). We have Uµx0 = U
γ(−x)τ−1αxγ−(xτ−1)

0 = U
γ−(xτ−1)
x , so the

equivalence follows.

Lemma 3.2.2. The following are equivalent:

(i) Uhx∞ = U∞ for all units x ∈ X;
(ii) Uγxτ−1

∞ = Ux for all units x ∈ X;
(iii) Uµx0 = U∞ for all units x ∈ X;
(iv) U0 = Uµx∞ for all units x ∈ X.

Proof. The equivalence of (i)-(iii) is immediate from the previous
lemma. The equivalence between (iii) and (iv) follows by replacing x
with −x and noting that µ−x = µ−1x .
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Lemma 3.2.3. Assume that hx normalizes U for all units x ∈ X.
Then

(i) Uh = U for all h ∈ H;
(ii) U◦0U∞ ⊆ U∞HU◦0 .

Proof.

(i) By Lemma 3.2.2, Uµx0 = U∞ and U0 = Uµx∞ for all units x.
Now H is generated by all products of two µ-maps, which all
normalize U∞, so any element of H normalizes U∞.

(ii) We can follow the proof of Proposition 2.3.6 mutatis mutandis.
Note that we used (LM2) only twice: once in the proof of
Lemma 2.2.3(iv), and once in the proof of Proposition 2.3.3.
In the proof of Lemma 2.2.3(iv), we need that

U
αxτ ατ−x
0 = U∞

for any unit x. Now, by the definitions of the root groups in
the construction, we get

U
αxτ ατ−x
0 = U∞ ⇐⇒ Uα

−τ
x

xτ = U∞

⇐⇒ Uxτ = Uγx∞

⇐⇒ Uxτ = U
γ(xτ)τ−1

∞ .

This final identity is true by the assumption and Lemma 3.2.2.
In the proof of Proposition 2.3.3, we need that

U
α−1
y α−τ

(−y)τ−1

0 = U∞

for any unit y. Again, by the definitions of the root groups in
the construction, we get

U
α−1
y α−τ

(−y)τ−1

0 = U∞ ⇐⇒ U−y = U
ατ
(−y)τ−1

∞

⇐⇒ U−y = U
γ(−y)τ−1

∞ ,

and the final equality again holds by Lemma 3.2.2.
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This additional assumption will also be sufficient to ensure that the
construction is a local Moufang set.

Theorem 3.2.4. Let M(U, τ) be as in Construction A. Then M(U, τ)
is a local Moufang set if and only if hx normalizes U for all units x.

Proof. Assume first that M(U, τ) is a local Moufang set. By (LM2),
all µ-maps send U0 to U∞. By Lemma 3.2.2, this implies that all Hua
maps normalize U = U∞.

For the converse, we have already shown that M(U, τ) is a local pre-
Moufang set, so what remains to show is (LM2). Fix some unit e ∈ X
and write µ = µe. Then, by our assumptions and by Lemma 3.2.2,
Ux ⊆ 〈U∞, U0〉 = 〈U∞, µ〉 for any x ∈ X, so G = 〈U∞, µ〉. In order
to show that Ugx = Uxg for all g ∈ G and all x ∈ X, it is sufficient to
show that Uµx = Uxµ and Uαyx = Uxαy for any y 6∼ ∞.

We start by showing Uαyx = Uxαy for all x ∈ X and y ∈ X s.t. y 6∼ ∞.
We distinguish two cases.

x 6∼ ∞: In this case, we have Ux = Uαx0 by definition. Since U∞ is
a group, we have αxαy = αz for some z, and by looking at
the image of 0, we find z = xαy, so indeed Uαyx = U

αxαy
0 =

U
αxαy
0 = Uxαy .

x ∼ ∞: By definition, Uαyx = U
γxτ−1αy
∞ . Since γxτ−1αy ∈ U◦0U∞, we

have γxτ−1αy = uhγz for some u ∈ U∞, z ∼ 0 and h ∈ H.
By calculating the image of ∞, we see zτ = xαy. So we get

U
αy
x = U

γxτ−1αy
∞ = U

uhγxαyτ−1

∞ = U
hγxαyτ−1

∞

= U
γxαyτ−1

∞ = Uxαy ,

where we used Lemma 3.2.3(i).

Secondly, we need to show that Uµx = Uxµ for all x ∈ X; we make the
same case distinction.

x 6∼ ∞: We have Uµx = Uαxµ0 = Uµα
µ
x

0 = Uα
µ
x∞ . Now αµx ∈ U0, so

αµx = γz for some z, and by checking the image of ∞ we
find zτ = xµ. If xµ ∼ ∞, we can use the definition of a
root group to find Uα

µ
x∞ = U

γxµτ−1

∞ = Uxµ. If xµ 6∼ ∞, xµ
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is a unit (as x 6∼ ∞, we also have xµ 6∼ 0), so we have
Uα

µ
x∞ = U

γxµτ−1

∞ = Uxµ by Lemma 3.2.2(ii).

x ∼ ∞: We have Uµx = U
γxτ−1µ
∞ = U

µγµ
xτ−1

∞ = U
γµ
xτ−1

0 . Now γµ
xτ−1 ∈

U∞, so γµ
xτ−1 = αz for some z, and by checking the image of

0 we find xµ = z. Notice that since x ∼ ∞, we have xµ ∼ 0,
so we can use the definition of the root group of xµ to get

U
γµ
xτ−1

0 = U
αxµ
0 = Uxµ.

Combining the previous theorem with Lemma 3.2.2 gives more equiv-
alent conditions:

Corollary 3.2.5. Let M(U, τ) be as in Construction A. Then the
following are equivalent:

(i) M(U, τ) is a local Moufang set;
(ii) Uhx = U for all units x ∈ X;
(iii) U τ = Uµx for all units x ∈ X.

Remark 3.2.6. In Construction A, we started with a root group
and a specific element τ . We could also construct a local Moufang
set using two root groups corresponding to elements that are not
equivalent. I.e. assume we have the following data:

(1) a set with an equivalence relation (X,∼), such that |X| > 2;
(2) two groups U,U ′ 6 Sym(X,∼);

and assume these satisfy

(i) U fixes an element we call ∞ and acts sharply transitively on
X \∞;

(i ’) U acts sharply transitively on X \ {∞};
(ii) U ′ fixes an element we call 0 and acts sharply transitively on

X \ 0;
(ii ’) U ′ acts sharply transitively on X \ {0};
(iii) 0 6∼ ∞.

With this data, we set U∞ := U and U0 := U ′. We now define

Ux := Uαx0 for x 6∼ ∞ Ux := U ζx∞ for x ∼ ∞ ,
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where αx ∈ U∞ is the unique element mapping 0 to x, and ζx ∈ U0 is
the unique element mapping ∞ to x.

This again gives rise to a local pre-Moufang set, and we can still use
the same argument as Proposition 2.2.1 to get µ-maps. We could
then prove that this construction gives a local Moufang set if and
only if U = U ′µ for all µ-maps. In the examples, we will sometimes
use this approach by defining two root groups, as in Chapter 7, but
we will always return to Construction A and Theorem 3.2.4 to prove
we have a local Moufang set.



Categorical
notions4

In this chapter we develop the categorical theory of local Moufang
sets. We introduce the natural substructures we call local Moufang
subsets, homomorphisms of local Moufang sets, and this gives rise
to quotients and finally the category of local Moufang sets. We use
these notions to determine when inverse limits of local Moufang sets
exist, and to construct these inverse limits. We will use these inverse
limits in Section 6.3.

4.1 The category of local Moufang sets

4.1.1 Local Moufang subsets

It is natural to look for substructures in a local Moufang set M =
(X, (Ux)x∈X) that are also local Moufang sets. Let Y ⊆ X and assume
|Y | > 2. By changing the basis in X, we can assume 0,∞ ∈ Y .
Without loss of generality, we add this as an assumption. We want to
use Construction A to ensure our subset gives rise to a local Moufang
set, so we need a root group and a τ .

Definition 4.1.1. Let M = (X, (Ux)x∈X) be a local Moufang set and
Y ⊆ X such that 0,∞ ∈ Y and |Y | > 2. If

(S1) V := {u ∈ U∞ | 0u ∈ Y } is a group;
(S2) Y v ⊆ Y for all v ∈ V ;
(S3) there is a unit y ∈ Y such that Y µy = Y ,

then M(V, µy) is a local Moufang subset of M. We call M(V, µy) the
local Moufang subset induced by Y .

65
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Proposition 4.1.2. If M(V, µy) is a local Moufang subset of M, then
it is a local Moufang set. For all units y′ ∈ Y , Y µy′ = Y .

Proof. We first remark that the conditions (C1), (C1’) and (C2) are
satisfied: the first and the second follow from the corresponding
properties of M, while the third is immediate as µy is a µ-map of
M. We also observe that for any v ∈ V we also get Y v−1 ⊆ Y , so
Y v = Y .

To finish the proof that we get a local Moufang set, we first observe
that

V0 = V µy = {uµy | u ∈ U∞, 0u ∈ Y }
= {u ∈ U0 | ∞u ∈ Y µy} = {u ∈ U0 | ∞u ∈ Y } ,

and Y vµy = Y vµy = Y µy = Y . Now for any unit y′ ∈ Y , the map
µy′ preserves Y (as it is a composition of elements of V and V0 which
both preserve Y ), and it is the restriction of µy′ in M. Hence by the
same argument as for µy, we get

V µy′ = {u ∈ U0 | ∞u ∈ Y } = V0 ,

and this shows M(V, µy) is a local Moufang set by Corollary 3.2.5.

4.1.2 Morphisms of local Moufang sets

Next, we would like to define homomorphisms between local Moufang
sets. Let M1 = (X, (Ux)x∈X) and M2 = (Y, (Vy)y∈Y ) be two local
Moufang sets (where we denote both equivalences on X and Y by
∼). A morphism from M1 to M2 will be induced by an equivalence-
preserving map from X to Y , i.e. ϕ : X → Y such that x ∼ x′ =⇒
xϕ ∼ x′ϕ. Furthermore, we want to ensure that ϕ interacts nicely
with the root groups. We demand Uxϕ ⊆ ϕVxϕ for all x ∈ X. This
corresponds to the natural definition for Moufang sets introduced by
De Medts in [DM], although he thought it to be a ‘bad attempt’ at
the time, since homomorphisms of Moufang sets are always injective.
O. Loos observed that this definition did make sense in [Loo4]. The
same ‘problem’ arises here:
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Lemma 4.1.3. M1 = (X, (Ux)x∈X) and M2 = (Y, (Vy)y∈Y ) be local
Moufang sets and ϕ : X → Y an equivalence-preserving map such
that Uxϕ ⊆ ϕVxϕ for all x ∈ X. Then one of the two following cases
occurs:

(i) xϕ ∼ x′ϕ =⇒ x ∼ x′ for all x, x′ ∈ X;
(ii) xϕ ∼ x′ϕ for all x, x′ ∈ X.

Proof. Suppose there are x, x′ ∈ X such that xϕ ∼ x′ϕ and x 6∼ x′.
Take any x̃ ∈ X, then without loss of generality, we can assume
x̃ 6∼ x. Hence there is an element u ∈ Ux such that x′u = x̃. By the
assumption, there is an element v ∈ Vxϕ such that uϕ = ϕv, so

x̃ϕ = x′uϕ = x′ϕv ∼ xϕv = xϕ ,

hence x̃ϕ ∼ xϕ, so indeed xϕ ∼ x′ϕ for all x, x′ ∈ X.

We want to avoid the second case, as this would mean that the
equivalence on Im(ϕ) has only one equivalence class (and we would like
the image to be a local Moufang set). Hence the following definition
for homomorphisms of local Moufang sets:

Definition 4.1.4. A homomorphism between two local Moufang sets
M1 = (X, (Ux)x∈X) and M2 = (Y, (Vy)y∈Y ) is a map ϕ : X → Y such
that x ∼ x′ if and only if xϕ ∼ x′ϕ for all x, x′ ∈ X and

Uxϕ ⊆ ϕVxϕ for all x ∈ X . (H)

Note that the identity map on X is an identity homomorphism of M
and that the composition of two homomorphisms is again a homo-
morphism.

Remark 4.1.5. The assumption on ϕ saying that x ∼ x′ if and only
if xϕ ∼ x′ϕ for all x, x′ ∈ X implies that there is a well-defined
injective map ϕ : X → Y : x → xϕ. If we have a composition of
homomorphisms of local Moufang sets, we immediately get

ϕ ◦ ψ = ϕ ◦ ψ .

If the local Moufang sets are in fact Moufang sets, both types of
homomorphisms coincide.
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Proposition 4.1.6. Let M and M′ be Moufang sets. Then ϕ : M→
M′ is a homomorphism of local Moufang sets if and only if it is a
homomorphism of Moufang sets.

Proof. The condition (H) coincides for both homomorphisms of local
Moufang sets and of Moufang sets. Now, as M and M′ are Moufang
sets, the corresponding equivalence relation on the sets is the identity
relation. This means

(x ∼ x′ ⇐⇒ xϕ ∼ x′ϕ)⇐⇒ (x = x′ ⇐⇒ xϕ = x′ϕ)

⇐⇒ ϕ is an injective map .

Hence the second condition for being a homomorphism of local Mou-
fang sets is equivalent to being a homomorphism of Moufang sets.

From the map ϕ, we immediately get homomorphisms between the
root groups:

Lemma 4.1.7. Let ϕ be a homomorphism from M1 = (X, (Ux)x∈X)
to M2 = (Y, (Vy)y∈Y ).

(i) For all x ∈ X we get a homomorphism θx : Ux → Vxϕ such that
θx(u) is the unique element of Vxϕ for which

uϕ = ϕθx(u) . (H’)

(ii) Let x ∈ X, u ∈ Ux, v ∈ Vxϕ and x′ ∈ X \ x. If x′uϕ = x′ϕv,
then v = θx(u), so uϕ = ϕv.

Now choose the bases in X and Y such that 0Y = 0Xϕ and ∞Y =
∞Xϕ (we often just write 0 and ∞, so 0ϕ = 0 and ∞ϕ = ∞). Let
x ∈ X.

(iii) If x 6∼ ∞, we have θ∞(αx) = αxϕ and (−x)ϕ = −(xϕ).
(iv) If x is a unit, then so is xϕ and µxϕ = ϕµxϕ. If we have the

unique expression µx = gαxh, for g, h ∈ U0, then

µxϕ = θ0(g)αxϕθ0(h) .

(v) If x is a unit, then (∼x)ϕ = ∼(xϕ).
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(vi) Denoting H1 and H2 for the Hua subgroups of M1 and M2, we
have H1ϕ ⊆ ϕH2.

Proof.

(i) Take u ∈ Ux. By (H), there is an element v ∈ Vxϕ such that
uϕ = ϕv. Now take any x′ 6∼ x, then x′uϕ = x′ϕv, so v
is the unique element of Vxϕ mapping x′ϕ to x′uϕ (observe
that x′ϕ 6∼ xϕ). Hence v is uniquely determined by u, so we
can set θx(u) = v. Now θx(1X) must map x′ϕ to x′ϕ, hence
θx(1X) = 1Y . Finally

ϕθx(uu′) = uu′ϕ = uϕθx(u′) = ϕθx(u)θx(u′) ,

so by unicity, θx(uu′) = θx(u)θx(u′). Hence θx is a group homo-
morphism.

(ii) This follows from the first statement.
(iii) By the definition of a homomorphism, x 6∼ ∞ =⇒ xϕ 6∼ ∞.

By (H’), θ∞(αx) maps 0ϕ to 0αxϕ = xϕ, hence θ∞(αx) = αxϕ.
As θx is a group homomorphism,

(−x)ϕ = 0α−1x ϕ = 0ϕα−1xϕ = −(xϕ) .

(iv) By the assumptions on ϕ, x 6∼ 0 =⇒ xϕ 6∼ 0 (and as before
xϕ 6∼ ∞), so xϕ is a unit. Now, by Proposition 2.2.1, µx = gαxh,
with g, h ∈ U0 the unique elements such that ∞g = −x and
xh =∞. Hence

µxϕ = gαxhϕ = ϕθ0(g)αxϕθ0(h) ,

and θ0(g), θ0(h) ∈ V0 are the unique elements such that

∞θ0(g) = −(xϕ) and xϕθ0(h) =∞ .

Hence, again by Proposition 2.2.1, θ0(g)αxϕθ0(h) = µxϕ, so
indeed µxϕ = ϕµxϕ.

(v) By Lemma 2.2.3(vi), ∼x = −((−x)µx), so

(∼x)ϕ = (−((−x)µx))ϕ = −((−x)µxϕ)

= −((−xϕ)µxϕ) = ∼(xϕ) .
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(vi) As the Hua subgroups are generated by µ-maps, this follows
from (iv).

If we have a homomorphism from M1 to M2, we will henceforth
assume that we chose 0 and ∞ in M2 in such a way that 0ϕ = 0 and
∞ϕ = ∞. It turns out that there is a tight connection between the
different θ-maps: they are all ‘conjugate’ in the following way:

Lemma 4.1.8. Let x ∈ X and y, z ∈ X \x. Let g ∈ Ux be the unique
element such that yg = z. Then the following diagram commutes:

Uy Uz

Vyϕ Vzϕ

u 7→ ug

v 7→ vθx(g)
θy θz

i.e. θz(ug) = θy(u)θx(g).

Proof. Remark first that both θz(ug) and θy(u)θx(g) are in Vzϕ. By
(H’), θz(ug) is the unique element of Vzϕ such that ϕθz(ug) = ugϕ,
but

ugϕ = gug−1ϕ = ϕθx(g)θy(u)θx(g)−1 = ϕθy(u)θx(g) ,

so the desired equality indeed holds.

One corollary to this is that a similar conjugation property holds for
the µ-maps:

Corollary 4.1.9. Let x ∈ X be a unit, then θ0(uµx) = θ∞(u)µxϕ, or
equivalently, to following diagram commutes:

U0 U∞

V0 V∞

u 7→ uµx

v 7→ vµxϕ
θ0 θ∞

Proof. We look at the following diagram, with µx = gαxh, for g, h ∈
U0:
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U0 U0 Ux U∞

V0 V0 Vxϕ V∞

u 7→ ug u 7→ uαx u 7→ uh

v 7→ vθ0(g) v 7→ vαxϕ v 7→ vθ0(h)
θ0 θ0 θx θ∞

The first square commutes as θ0 is a group homomorphism, and the
other two squares commute by the previous lemma. Hence the entire
diagram commutes. As µxϕ = θ0(g)αxϕθ0(h), this means the diagram
from the statement commutes.

Using Lemma 4.1.8, we also get some nice connections between prop-
erties of the mapping ϕ and corresponding properties of the θ-maps.

Corollary 4.1.10. Let ϕ be a homomorphism from M1 to M2. Then
the following are equivalent:

(i) ϕ is injective;
(ii) θx is injective for all x ∈ X;
(iii) θx is injective for an x ∈ X.

Proof.

(i) ⇒ (ii). Take any x ∈ X and assume θx(u) = 1 for u ∈ Ux. Then

uϕ = ϕθx(u) = ϕ ,

so as we assume ϕ is injective, u = 1. Hence θx is
injective.

(ii) ⇒ (i). Assume we have x, x′ ∈ X such that xϕ = x′ϕ. Now
take z ∈ X such that x, x′ 6∈ z. Then there is an element
g ∈ Uz such that xg = x′. Hence

xϕ = x′ϕ = xgϕ = xϕθz(g) .

As Vzϕ must have a unique element mapping xϕ to xϕ,
we get θz(g) = 1. Since θz is injective, this means g = 1

and hence x′ = xg = x, so ϕ is injective.
(ii) ⇒ (iii). This is immediate.
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(iii) ⇒ (ii). Let x ∈ X be such that θx is injective, and take any
x′ ∈ X. Now take z ∈ X such that x, x′ 6∈ z. Then there
is an element g ∈ Uz such that xg = x′. By Lemma 4.1.8,

θx′(u
g)θz(g)

−1
= θx(u) .

Hence if θx′(u) = 1, then θx(ug
−1

) = 1, so ug−1
= 1 and

u = 1. This means θx′ is injective.

Corollary 4.1.11. Let ϕ be a homomorphism from M1 to M2. Then
the following are equivalent:

(i) ϕ is surjective;
(ii) θx is surjective for all x ∈ X;
(iii) θx is surjective for an x ∈ X.

Proof.

(i) ⇒ (ii). Take any x ∈ X and any v ∈ Vxϕ. Let y ∈ Y \ xϕ, then
v is the unique element of Vxϕ mapping y to yv. As ϕ
is surjective, there are z, z′ ∈ X such that zϕ = y and
z′ϕ = yv. As y and yv are not equivalent to xϕ, we
know z and z′ are not equivalent to x. Hence there is an
element u ∈ Ux mapping z to z′. We get

yv = z′ϕ = zuϕ = zϕθx(u) = yθx(u) ,

so v = θx(u) and θx is surjective.
(ii) ⇒ (i). Take y ∈ Y . Now there is a point x such that xϕ 6∼ y.

Take any x′ 6∼ x, then there is an element v ∈ Vxϕ such
that x′ϕv = y. As θx is assumes surjective, there is an
element u ∈ Ux such that v = θx(u). Hence

y = x′ϕv = x′ϕθx(u) = x′uϕ ,

so y is in the image of ϕ and ϕ is surjective.
(ii) ⇒ (iii). This is immediate.
(iii) ⇒ (ii). Let x ∈ X be such that θx is surjective, and take any

x′ ∈ X. Now take z ∈ X such that x, x′ 6∈ z. Then there
is an element g ∈ Uz such that xg = x′. By Lemma 4.1.8,
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θx′(u
g) = θx(u)θz(g). Now if v′ ∈ Vx′ϕ, there is an element

v ∈ Vxϕ such that v′ = vθz(g), and there is an element
u ∈ Ux such that θx(u) = v. Hence θx′(ug) = v′, so θx′
is surjective.

Combining these shows that the inverse map to a bijective homomor-
phisms is again a homomorphism.

Corollary 4.1.12. If ϕ is a bijective homomorphism from M1 to M2,
then ϕ−1 is a homomorphism from M2 to M1. In this case the θ-maps
are group isomorphisms.

Proof. Clearly, as x ∼ x′ ⇐⇒ xϕ ∼ x′ϕ and ϕ is bijective, we get
xϕ−1 ∼ x′ϕ−1 ⇐⇒ x ∼ x′.

As ϕ is surjective, (H’) implies that Uxϕ = ϕVxϕ for all x ∈ X. Hence
Vxϕϕ

−1 = ϕ−1Ux for all x ∈ X, and as ϕ is bijective,

Vyϕ
−1 = ϕ−1Uyϕ−1

for all y ∈ Y . In particular, Vyϕ−1 ⊆ ϕ−1Uyϕ−1 .

By the previous corollaries, the θ-maps are injective and surjective
group morphisms, hence they are group isomorphims.

Using this corollary, we can define isomorphic local Moufang sets

Definition 4.1.13. Two local Moufang sets M1 and M2 are isomor-
phic if and only if there is a bijective homomorphisms between them.

An equivalent way of defining isomorphisms is the following:

Proposition 4.1.14. Two local Moufang sets M1 = (X, (Ux)x∈X)
and M2 = (Y, (Vy)y∈Y ) are isomorphic if and only if there is a bijective
map ϕ : X → Y and for each x ∈ X an isomorphism θx : Ux → Vxϕ
such that

(i) x ∼ x′ ⇐⇒ xϕ ∼ x′ϕ for all x, x′ ∈ X;
(ii) uϕ = ϕθx(u) for all u ∈ Ux and all x ∈ X.
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Proof. Assume such ϕ and θx exist. By the assumptions, ϕ is a
bijective map. Now take any x ∈ X and any u ∈ Ux, then

uϕ = ϕθx(u) ∈ ϕVxϕ ,

so ϕ is a homomorphism of local Moufang sets.

Conversely, assume M1 and M2 are isomorphic. Then the bijective
morphism ϕ and its induced θ-maps satisfy the conditions.

We can also check when two local Moufang sets given by Construc-
tion A are isomorphic.

Proposition 4.1.15. Let M(U, τ) and M(V, τ ′) be two local Moufang
sets acting on X and Y , constructed using Construction A. If there
is a map ϕ : X → Y and a group morphism θ : U → V such that

(i) x ∼ x′ ⇐⇒ xϕ ∼ x′ϕ for all x, x′ ∈ X;
(ii) uϕ = ϕθ(u) for all u ∈ U ;
(iii) τϕ = ϕτ ′.

then ϕ : M(U, τ) → M(V, τ ′) is a homomorphism of local Moufang
sets. If ϕ is a bijection, then M(U, τ) and M(V, τ ′) are isomorphic.

Proof. With θ, we first construct a group morphism θx : Ux → Vxϕ
for every x ∈ X. We set θ∞ = θ. Next, we set

θ0 : U0 → V0 : u 7→ τ ′−1θ∞(uτ
−1

)τ ′ .

As τ−1ϕ = ϕτ ′−1, we have uϕ = ϕθ0(u) for all u ∈ U0. Finally, we
get two cases:

θx : Ux → Vxϕ : u 7→

{
α−1xϕθ0(u

α−1
x )αxϕ for x 6∼ ∞

γ−1
xϕτ ′−1θ∞(uγ

−1
xτ )γxϕτ ′−1 for x ∼ ∞.

By uϕ = ϕθ∞(u) for all u ∈ U and uϕ = ϕθ0(u) for all u ∈ U0,
we get αxϕ = ϕαxϕ and γxτ−1ϕ = ϕγ−1

xϕτ ′−1 . Hence for all u ∈ Ux,
we get uϕ = ϕθx(u). As a consequence, Uxϕ ⊆ ϕUxϕ, so ϕ is a
homomorphism of local Moufang sets.

If ϕ is also a bijection, Corollary 4.1.12 shows that M(U, τ) and
M(V, τ ′) are isomorphic.
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4.1.3 Images and quotients

After defining homomorphisms, we want to check that the image of a
homomorphism induces a local Moufang subset.

Proposition 4.1.16. Let ϕ be a homomorphism from M1 to M2.
Then Im(ϕ) induces a local Moufang subset of M2 with root groups
Wy := Im(θx) for all y ∈ Im(ϕ) and x ∈ X such that xϕ = y.

Proof. We first prove that the proposed root groups are well-defined.
Assume y = xϕ = x′ϕ for x, x′ ∈ X. There is a point z ∈ X not
equivalent to x and x′ and an element g ∈ Uz with xg = g′. By
Lemma 4.1.8,

θx(u) = θx′(u
g)

for all u ∈ Ux. As u 7→ ug is a bijection, this means Im(θx) = Im(θx′).

Now we check what the induced local Moufang subset would be.

{v ∈ V∞ | 0v ∈ Im(ϕ)} = {v ∈ V∞ | ∃x ∈ X : 0v = xϕ}
= {v ∈ V∞ | 0v = 0αxϕ for some αx ∈ U∞}
= {θ∞(u) | u ∈ U∞} = Im(θ∞) = W∞

As this is the image of a group homomorphism, it is a group, so (S1)
holds. Secondly, if w ∈W∞, there is an element u ∈ U∞ such that

xϕw = xϕθ∞(u) = xuϕ ∈ Im(ϕ) ,

so Im(ϕ)w ⊆ Im(ϕ) and (S2) is satisfied. Finally, take any unit
x′ ∈ X, then x′ϕ is a unit in M2 and we get

xϕµx′ϕ = xµx′ϕ ∈ Im(ϕ)

xϕµ−1x′ϕ = xϕµ−x′ϕ = xµ−x′ϕ ∈ Im(ϕ) ,

so Im(ϕ)µx′ϕ = Im(ϕ), proving (S3).

It seems plausible that we could define the kernel of a homomorphism,
and study what type of substructure would give rise to natural quo-
tients of local Moufang sets. At this point, we avoid this and simply
define quotients of local Moufang sets as the images of surjective
homomorphisms:
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Definition 4.1.17. We call a local Moufang set M2 a quotient of
another local Moufang set M1 if there is a surjective homomorphism
from M1 to M2.

When we first defined local Moufang sets, we also observed that there
is natural Moufang set induced by every local Moufang set M. We
called this Moufang set the quotient Moufang set of M, which seems
to indicate that this is indeed a quotient.

Proposition 4.1.18. Let M = (X, {Ux}x∈X) be a local Moufang set.
Then the map π : X → X : x 7→ x is a surjective homomorphism to
the quotient Moufang set M. Hence M is a quotient of M. For all
x ∈ X, the induced group homomorphism θx is given by θx(u) = u.

Proof. As π is clearly surjective, we only need to check if π is a
homomorphism of local Moufang sets. First observe that x ∼ x′

if and only if x = x′, and this is equivalent to xπ ∼ x′π, as the
equivalence on the quotient Moufang set is equality. Next take any
x ∈ X and any u ∈ Ux. Then for the induced action u of u on X, we
get uπ = πu, so Uxπ ⊆ πUx.

The quotient Moufang set of a local Moufang set has more useful
properties in connection to homomorphisms. For one, any homomor-
phism ϕ induces an injective homomorphism of the quotient Moufang
sets:

Proposition 4.1.19. If ϕ is a homomorphism from M1 to M2, then
ϕ is an injective homomorphism from M1 to M2.

Proof. By Remark 4.1.5, ϕ is an injective map from X to Y . As the
equivalence in this case is equality, we get x = x′ ⇐⇒ xϕ = x′ ϕ.
Next, let u be in Ux for some x ∈ X. Then for any x′ ∈ X, we have

x′ uϕ = x′uϕ = x′ϕθx(u) = x′ ϕθx(u) ,

so uϕ = ϕθx(u) ∈ ϕVxϕ, hence Uxϕ ⊆ ϕVxϕ and ϕ is a homomor-
phism.

As a consequence of this, we find that the quotient Moufang set is
the universal quotient of M in the following sense:
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Proposition 4.1.20. Let ϕ : M1 → M2 be a surjective homomor-
phism. Then ϕ : M1 →M2 is an isomorphism such that

M1 M2

M1 M2

ϕ

π1 π2

ϕ

commutes.

Proof. By the previous proposition, ϕ : M1 → M2 is an injective
homomorphism. But as ϕ is surjective, so is ϕ, so ϕ is a bijective
homomorphism. By definitions of π1, π2 and ϕ, we have

(xϕ)π2 = xϕ = xϕ = xπ1ϕ ,

so the given diagram commutes.

4.1.4 The category LMou

Now that we have a notion of homomorphisms of local Moufang sets,
we can define a category:

Definition 4.1.21. The category of local Moufang sets LMou is the
category with local Moufang sets as objects, and the homomorphisms
as defined before as morphisms.

It is of interesting to observe the relations between LMou, Mou and
Set.

Proposition 4.1.22.

(i) The mapping I : Mou → LMou : M 7→ M adding the identity
relation as equivalence relation is a full and faithful functor.

(ii) The forgetful functor F : LMou → Set : M 7→ X is a faithful
functor.

(iii) The mapping Q : LMou→ Mou : M 7→M is a functor.

Proof.
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(i) The induced action on morphisms is I(ϕ) = ϕ. Clearly, this
means I is faithful. Now assume ϕ : M → M′ is a homomor-
phism of local Moufang sets with M and M′ Moufang sets. By
Proposition 4.1.6, ϕ is a homomorphism of Moufang sets, so ϕ
also exists in Mou. Hence ϕ is in the image of I and I is full.

(ii) The induced action on morphisms is F (ϕ) = ϕ, hence F is
faithful.

(iii) The induced action on morphisms is Q(ϕ) = ϕ. Then Q
is a functor by Proposition 4.1.19, Proposition 4.1.6 and Re-
mark 4.1.5.

4.2 Inverse limits

4.2.1 Sets with equivalence relation

Now that we have defined the category of local Moufang sets, we can
take a closer look at inverse limits in this category. We consider an
inverse system (Mi, ϕij) of local Moufang sets. If we want to find an
inverse limit of this inverse system, we first need a set with equivalence
relation on which to act.

Proposition 4.2.1. Let (Mi, ϕij) be an inverse system over I, as-
suming Mi acts on the set with equivalence relation (Xi,∼). Then for
(xi)i, (yi)i ∈ lim←−Xi the following are equivalent:

(i) xi ∼ yi for some i ∈ I;
(ii) xi ∼ yi for all i ∈ I.

If we define (xi)i ∼ (yi)i if one of these conditions is satisfied, we get
a set with equivalence relation (lim←−Xi,∼).

Proof. Take any (xi)i, (yi)i ∈ lim←−Xi. Clearly, if xi ∼ yi for all i ∈ I,
then xi ∼ yi for some i ∈ I. Now, assume xi ∼ yi for some i ∈ I. Take
any j ∈ I. As I is directed, there is an index k ∈ I such that k < i
and k < j. Now ϕki and ϕkj are homomorphisms of local Moufang
sets, so

xi ∼ yi ⇐⇒ xkϕki ∼ ykϕki ⇐⇒ xk ∼ yk
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⇐⇒ xkϕkj ∼ ykϕkj ⇐⇒ xj ∼ yj .

As j was arbitrary, xj ∼ yj for all j ∈ I.

The relation ∼ on lim←−Xi is an equivalence relation since (Xi,∼) is a
set with equivalence relation for all i ∈ I.

Essentially, we have found a construction for the inverse limit in
the category of sets with equivalence relation, where morphisms are
mappings which map equivalent points to equivalent points and vice-
versa.

Definition 4.2.2. Let (Mi, ϕij) be an inverse system in LMou, where
each Mi acts on (Xi,∼). We define

lim←−(Xi,∼) := (lim←−Xi,∼) ,

with (xi)i ∼ (yi)i if xi ∼ yi for some i ∈ I.

As was the case for sets, it is possible that lim←−Xi is empty, so we
cannot be sure that |lim←−Xi| > 2. This is a possible obstruction for
the existence of an inverse limit of (Mi, ϕij).

4.2.2 Root groups and µ-maps

The next thing we need for a local Moufang set is a root groups for
every x ∈ lim←−Xi. Such x is in fact a tuple (xi)i, and for each i < j,
the map ϕij induces a map θxi,xj : Uxi → Uxj . With these maps,
(Uxi , θxi,xj ) becomes an inverse system of groups. The inverse limit
of these groups will be our candidate root group.

Proposition 4.2.3. Let (Mi, ϕij) be an inverse system over I. For
x = (xi)i ∈ lim←−Xi, we define

Ux := lim←−Uxi ,

the inverse limit of the inverse system (Uxi , θxi,xj ). Then the following
hold:

(i) Ux acts equivalence-preserving on lim←−Xi;
(ii) Ux acts sharply transitively on lim←−Xi \ x;
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(iii) the induced action of Ux on lim←−Xi is sharply transitive on
lim←−Xi \ {x}.

Proof.

(i) The action of (ui)i on
∏
iXi is given by (yi)i(ui)i := (yiui)i.

Now if (yi)i ∈ lim←−Xi, we have

yiuiϕij = yiϕijθxi,xj (ui) = yjuj

for all i < j, so (yi)i(ui)i ∈ lim←−Xi. Next, assume (yi)i ∼ (zi)i,
then there is an index i ∈ I for which yi ∼ zi, hence yiui ∼ ziui,
so (yiui)i ∼ (ziui)i, which means (ui)i preserves the equivalence.

(ii) Now, take (yi)i, (zi)i ∈ lim←−Xi \ x. For each i ∈ I, we know
yi, zi ∈ Xi \xi, so there is a unique ui ∈ Uxi such that yiui = zi.
Hence, if there is an element mapping (yi)i to (zi)i, it must be
(ui)i. We only need to check that (ui)i ∈ Ux, in particular, we
need to check θxi,xj (ui) = uj for all i < j. But

yiuiϕij = ziϕij = zj = yjuj = yiϕijuj ,

so as yi 6∼ xi, Lemma 4.1.7(ii) shows that indeed θxi,xj (ui) = uj .
Hence we found a unique element of Ux mapping (yi)i to (zi)i,
so Ux acts sharply transitively on lim←−Xi \ x.

(iii) By (ii), the induced action of Ux on lim←−Xi is transitive on
lim←−Xi \ {x}. Hence, we only need to check the sharpness of the
transitivity. By Proposition 4.2.1, we have (yi)i = (yi)i for all
(yi)i ∈ lim←−Xi, which implies that (ui)i = (ui)i for all (ui)i ∈ Ux.
Now suppose we have two elements (yi)i, (zi)i ∈ lim←−Xi \ {x}
and two distinct elements (ui)i, (vi)i ∈ Ux mapping (yi)i to
(zi)i. As (ui)i 6= (vi)i, there is an i ∈ I for which ui 6= vi, which
means there are two distinct elements of Uxi mapping yi to zi,
contradicting the fact that Mi is a local Moufang set. Hence
the induced action of Ux on lim←−Xi on lim←−Xi \ {x} is sharply
transitive.

By the definition of the θ-maps, we could have the following alterna-
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tive definition for Ux:

Ux =

{
(ui)i ∈

∏
i

Uxi

∣∣∣∣∣ uiϕij = ϕijuj for all i < j

}
. (4.1)

Now, we will need to assume that |lim←−Xi| > 2. We will fix non-
equivalent points 0 and ∞ in lim←−Xi, and construct what should be
the µ-maps. To simplify matters, we can choose 0i and ∞i in each
Xi in such a way that 0 = (0i)i and ∞ = (∞i)i.

Proposition 4.2.4. Let (Mi, ϕij) be an inverse system over I and
assume |lim←−Xi| > 2. Fix a basis (0,∞) in lim←−Xi and assume 0 = (0i)i
and ∞ = (∞i)i.

(i) If x = (xi)i is a unit, the element µx := (µxi)i is in U0αxU0

and Uµx∞ = U0, where αx is the unique element of U∞ mapping
0 to x.

Now fix a unit e = (ei)i and set τ := µe.

(ii) U∞ and τ satisfy (C1-2).
(iii) For x = (xi)i 6∼ 0,∞, the element µx := (µxi)i is the µ-map in

Construction A for M(U∞, τ).

Proof.

(i) By Proposition 2.2.1, for each i ∈ I, we have µxi = giαxihi with
gi ∈ U0i mapping ∞i to −xi and hi ∈ U0i mapping xi to ∞i.
Now set g = (gi)i and h = (hi)i. Now for all i < j, we get

∞igiϕij = (−xi)ϕij = −(xiϕij) = −xj =∞jgj =∞iϕijgj ,

so by Lemma 4.1.7(ii) we find giϕij = ϕijgj . This shows g ∈ U0.
A similar argument shows h ∈ U0 and (αxi)i ∈ U∞. Finally
0(αxi)i = (xi)i = x, so we get (αxi)i = αx.
By Lemma 4.1.7(iv), µxiϕij = ϕijµxj for all i < j. Hence, for
any u = (ui)i ∈ U∞ we get

µ−1xi uiµxiϕij = ϕijµ
−1
xj ujµxj ,
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so since uµxii ∈ U0i , we have uµx ∈ U0. This means Uµx∞ ⊆ U0.
As we can repeat the argument with µ−x = µ−1x , we also get
the other inclusion.

(ii) The conditions (C1) and (C1’) are part of Proposition 4.2.3.
The third condition (C2) is satisfied as by (i),∞τ = 0 6∼ ∞ and
∞τ2 =∞.

(iii) By Remark 3.1.2, a µ-map constructed in Construction A is
still the unique element of U0αxU0 interchanging 0 and ∞, and
as (µxi)i is such an element, it must coincide with µx from the
construction.

4.2.3 Inverse limit of local Moufang sets

We can now use Construction A to define the inverse limit of an
inverse system of local Moufang sets, when it exists.

Theorem 4.2.5. Let (Mi, ϕij) be an inverse system over I and as-
sume |lim←−Xi| > 2. Fix a basis (0,∞) in lim←−Xi and assume 0 = (0i)i
and ∞ = (∞i)i. Set τ := µe for some e 6= 0,∞ and U := lim←−U∞i.
Then M(U, τ) is a local Moufang set with for each x = (xi)i as root
group

Ux := lim←−Uxi .

Finally, M(U, τ) is the inverse limit lim←−Mi of (Mi, ϕij) with projection
maps

pj : lim←−Xi → Xj : (xi)i 7→ xj .

Proof. By the previous proposition, we can construct M(U, τ) and
Uµx = U τ for all units x. Hence, by Corollary 3.2.5, M(U, τ) is a
local Moufang set. This means that we only need to check that it is
the inverse limit of (Mi, ϕij).

We first prove that the maps pj are homomorphisms of local Moufang
sets. By Proposition 4.2.1, x ∼ y ⇐⇒ xpj ∼ ypj . Next, take
x = (xi)i ∈ lim←−Xi, and take any u = (ui)i ∈ Ux. Then one can check
that upj = pjuj , so we have Uxpj ⊆ pjUxj . This means that pj is
indeed a homomorphism. Finally, as the maps pi are the projection
maps for the inverse limit in Set, we have ϕij ◦ pi = pj in Set. By the
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faithfulness of the forgetful functor F : LMou→ Set, this identity lifts
to LMou. This means (IL1) is satisfied.

We still need to check the universal property (IL2). Assume we have
a local Moufang set M with morphisms qi : M→Mi for all i ∈ I such
that ϕij ◦ qi = qj for all i < j. We denote the set with equivalence
relation of M by X. We need to define a map ψ : X → lim←−Xi such
that xqi = xψpi. If xψ = (yi)i, then xψpi = yi. This means yi is
uniquely determined to be xqi. Hence if there is a homomorphism ψ
such that qi = pi ◦ ψ, it must be given by

ψ : M→ lim←−Mi : x 7→ (xqi)i .

We need to check that this map is indeed a homomorphism. Firstly,
xqiϕij = xqj for all i < j, so ψ indeeds maps into lim←−Xi. Secondly,
ψ must preserve equivalence and non-equivalence. We can take any
i ∈ I, and find for all x, y ∈ X:

x ∼ y ⇐⇒ xqi ∼ yqi ⇐⇒ (xqi)i ∼ (yqi)i ⇐⇒ xψ ∼ yψ .

Finally, we need ψ to send root groups to root groups. Take any
x ∈ X and look at the root group Vx of x in M. Then as each
qi is a homomorphism, there are maps θx,i : Vx → Uxqi such that
vqi = qiθx,i(v) for all v ∈ Vx. We now claim that vψ = ψ

(
θx,i(v)

)
i
.

Indeed, take any y ∈ X, then

yvψ = (yvqi)i = (yqiθx,i(v))i = (yqi)i
(
θx,i(v)

)
i

= yψ
(
θx,i(v)

)
i
.

The last thing we need to check is if
(
θx,i(v)

)
i
is in Uxψ. Take any

y ∈ X \ x, then yqi 6∼ xqi. Furthermore

yqiθx,i(v)ϕij = yvqiϕij = yvqj = yqjθx,j(v) = yqiϕijθx,j(v) .

By Lemma 4.1.7(ii), this implies θx,i(v)ϕij = ϕijθx,j(v), and this
holds for all i < j. Hence we find

(
θx,i(v)

)
i
∈ Uxψ.

All in all, we found that an inverse system of local Moufang sets has
an inverse limit whenever lim←−Xi has more than 2 equivalence classes.
One useful sufficient condition for this is the following:
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Proposition 4.2.6. Let (Mi, ϕij) be an inverse system over I. If
there is some j ∈ I for which the map pj : lim←−Xi → Xj : (xi)i → xj

is surjective, then we have |lim←−Xi| > 2, and hence lim←−Mi exists.

Proof. Denote πj for the natural surjection Mj →Mj : x→ x. If pj is
surjective, then also πj ◦pj is surjective. But as Mj is a local Moufang
set, |Xj | > 2. By Proposition 4.2.1, pj preserves equivalence, and by
definition πj also preserves equivalence. Hence πj ◦ pj maps equiva-
lence classes of lim←−Xi to equivalence classes of Xj . But equivalence
classes in Xj are singletons. Hence, as πj ◦ pj is surjective, |Xj | > 2
implies that |lim←−Xi| > 2.

4.2.4 Some special cases

As in the categories of sets, groups..., it is common for an inverse
system to be surjective (see Definition 1.1.24). In this case, the
quotient Moufang sets of all local Moufang sets are isomorphic.

Proposition 4.2.7. Let (Mi, ϕij) be a surjective inverse system over
I. Then Mi

∼= Mj for all i, j ∈ I. If we fix some i ∈ I, then we can
define surjective homomorphisms ρj : Mj →Mi such that ρk◦ϕjk = ρj
for all j < k.

Proof. If i < j, the surjective homomorphism ϕij induces an isomor-
phism ϕij between Mi and Mj by Proposition 4.1.20, so if i and j are
comparable, Mi

∼= Mj . Now if i and j are not comparable, there is
an index k ∈ I such that k < i and k < j. By the previous case, we
get Mi

∼= Mk
∼= Mj .

For any i ∈ I, we denote the natural projection ofMi onto the quotient
Moufang set Mi by πi. Now, fix i ∈ I and take any j ∈ I. As I is
directed, there is an index k ∈ I such that k < i and k < j. Now both
ϕki and ϕkj are isomorphisms, so we can define ρj := ϕki ◦ϕkj −1 ◦πj .
A priori, the map ρj can depend on the choice of k, but we claim this
is not the case. If k′ < i and k′ < j, we could find ` ∈ I such that
` < k and ` < k′, and then we get

ϕki ◦ ϕkj −1 = ϕki ◦ ϕ`k ◦ ϕ`k −1 ◦ ϕkj −1
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= ϕki ◦ ϕ`k ◦ ϕkj ◦ ϕ`k −1 = ϕ`i ◦ ϕ`j −1

and similarly ϕk′i ◦ ϕk′j −1 = ϕ`i ◦ ϕ`j −1, so we find

ϕki ◦ ϕkj −1 ◦ πj = ϕk′i ◦ ϕk′j −1 ◦ πj ,

and hence ρj does not depend on the choice of k. As ρj is the
composition of isomorphisms and one surjection, it is surjective.

Finally, assume j < k. Now there is an index ` ∈ I such that ` < j
and ` < i. Hence also ` < k and ϕ`k = ϕjk ◦ ϕ`j . We find

ρj = ϕ`i ◦ ϕ`j −1 ◦ πj = ϕ`i ◦ ϕ`j −1 ◦ ϕjk −1 ◦ ϕjk ◦ πj
= ϕ`i ◦ ϕ`k −1 ◦ πk ◦ ϕjk = ρk ◦ ϕjk ,

proving the final statement.

This means we could extend (Mi, ϕij) by adding a minimal element
to the inverse system. Essentially, we can add a new symbol 0 to I
such that j < 0 for all j ∈ I, and defining M0 := Mi and ϕj0 := ρj
for all j ∈ I.

Now, if we also assume I to have a cofinal sequence, then lim←−Mi

always exists:

Theorem 4.2.8. Let (Mi, ϕij) be a surjective inverse system over a
directed set I with a cofinal sequence i1 4 i2 4 · · ·. Then

pj : lim←−Xi → Xj

is surjective for all j ∈ I. In particular, |lim←−Xi| > 2 and hence lim←−Mi

exists.

Proof. The surjectivity of pj follows from Theorem 1.1.26. By Propo-
sition 4.2.6 we now get the existence of lim←−Mi.

In particular, if I = {1, 2, 3, . . .} with the usual order, surjective
inverse systems always have inverse limits.





Special local
Moufang sets5

Our final theoretical chapter introduces special local Moufang sets,
similar to special Moufang sets. We are able to determine conditions
that ensure unique k-divisibility of elements of the root groups, as well
as the entire root groups. We also study special local Moufang sets
with abelian root groups, showing that µ-maps are involutions if there
are enough classes of units. Finally, we introduce a paired structure
in local Moufang sets, which is a first step towards constructing a
Jordan pair in Chapter 7.

5.1 Definition and k-divisibility

5.1.1 Definition and immediate consequences

We recall that a Moufang set is called special if ∼x = −x for all
x ∈ U∗. This property was introduced in the context of abstract rank
one groups by F. Timmesfeld [Tim, p. 2], and has been thoroughly
investigated for Moufang sets [DMST]. It is a difficult open problem
whether special Moufang sets always have abelian root groups. The
converse, namely that proper Moufang sets with abelian root groups
are always special, has been shown by Y. Segev [Seg]. We now gener-
alize this notion to the theory of local Moufang sets. In this chapter,
we will always assume we have a local Moufang set M with fixed basis
(0,∞) and a fixed τ , along with all the notation we introduced in
Chapter 2.

Definition 5.1.1. A local Moufang set M is called special if for all
units x ∈ X, ∼x = −x.
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This is equivalent to

(−x)τ = −(xτ) for all units x ∈ X.

Some basic properties follow immediately from Lemma 2.2.3:

Proposition 5.1.2. Let x ∈ X be a unit in a special local Moufang
set. Then

(i) (−y)µx = −(yµx) for all units y ∈ X;
(ii) µx = αxα

τ
−xτ−1αx;

(iii) −x = xµx = xµ−x;
(iv) µx = αxα

µ±x
x αx;

(v) µ−x = αxµ−xαxµ−xαx.

Proof.

(i) Immediate from the fact that ∼y does not depend on the choice
of τ and the definition of special.

(ii) This follows immediately from Lemma 2.2.3(v).
(iii) By Lemma 2.2.3(vi), we have −x = ∼x = −((−x)µx), so x =

(−x)µx and hence −x = xµ−x. Secondly, we have

x = ∼(−x) = (−(−x)µ−x)µx ,

so −x = xµ−x = −(−x)µ−x, and hence −x = xµx.
(iv) Take τ = µ±x in (ii), and use (iii).
(v) This is a consequence of Lemma 2.2.3(viii) and the definition of

special.

Many identities involving µ-maps become simplified for special local
Moufang sets. Another important identity for special local Moufang
sets is the following.

Lemma 5.1.3. If x, y ∈ X are units in a special local Moufang set,
and xαy is a unit. Then

xµxαy = (−y)α−xαxµyα−y .
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Proof. Let z = x′α−y′µy′α∼y′ as in Proposition 2.2.4. By that propo-
sition, and since we are in a special local Moufang set, we have

z = x′α−y′µy′α−y′ = −∼z = −(y′α−x′µx′α−x′)

= 0 · (α′yα−x′µx′α−x′)
−1 = x′α−(y′α−x′µx′ )

= x′α(−(y′α−x′ ))µx′ = x′αx′α−y′µx′

Hence we have x′α−y′µy′ = x′αx′α−y′µx′αy′ for units x′, y′ ∈ X such
that x′ 6∼ y′.

If we now set x′ = xαy and y′ = y, note that if x′ ∼ y′, we would
have x ∼ 0, so x would not be a unit. We get

xµy = xαyαxµxαyαy so 0 · αxµy = 0 · αxαyαxµxαyαy ,

hence αxµy = αxαyαxµxαyαy. By rearranging, we get

αxµxαy = α−yα−xαxµyα−y ,

which gives the desired formula after applying it to 0.

5.1.2 Unique k-divisibility

We study the k-divisibility of elements, similarly to what has been
done before for (ordinary) Moufang sets in [DMS1, Proposition 4.6].

Definition 5.1.4. For x ∈ X \∞ and k > 1, we define x · k := 0 ·αkx.
We call y ∈ X \ ∞ k-divisible if there is an x such that y = x · k. If
there is a unique such x, we call y uniquely k-divisible.

Clearly, (αkx)−1 = αk−x, so −(x · k) = (−x) · k.

Lemma 5.1.5. Let k ∈ N and x, y ∈ X\∞. If x ∼ y, then x·k ∼ y ·k.

Proof. First observe that by (LM2’) we have

x ∼ y ⇐⇒ 0αxα
−1
y ∼ 0 ⇐⇒ 0αxα

−1
y = 0

⇐⇒ αxα
−1
y = 1 ⇐⇒ αx = αy .



90 Chapter 5. Special local Moufang sets

Hence we get

x ∼ y ⇐⇒ αx = αy

=⇒ αx
n = αy

n

⇐⇒ αx·n = αy·k ⇐⇒ x · k ∼ y · k ,

so indeed x ∼ y =⇒ x · k ∼ y · k.

The following lemma shows a sufficient condition for an element to be
(uniquely) k-divisible. The proof is by induction, and this induction
requires the technical conditions to work.

Lemma 5.1.6. Let n ∈ N and x be a unit in a special local Moufang
set. If x · k is a unit for all 1 6 k 6 n, then the following hold:

(i) (x · k)µ−x · k = −x for all 1 6 k 6 n.
(ii) xτ · k is a unit for all 1 6 k 6 n.
(iii) (x · k)τ · k = xτ for all 1 6 k 6 n.
(iv) For all 1 6 k 6 n, yk := (−x · k)µ−x is the unique element such

that yk · k = x, and yk · ` is a unit for all ` 6 n.
(v) (x · n) · k is a unit for all 1 6 k 6 n.

Proof. We prove all these statements simultaneously by induction on
n. Observe that they clearly hold for n = 1, using Proposition 5.1.2.
We now assume the following:

the lemma holds for n and all x satisfying the conditions (IH)

and prove the lemma for n + 1 and all x satisfying the conditions.
Hence, we now assume we have some x such that x · k is a unit for
1 6 k 6 n+ 1.

We first claim the following:

yn · (n+ 1) · k is a unit for all 1 6 k 6 n. (5.1)

Suppose this were not the case; then there is some 1 6 k 6 n for
which yn · (n+ 1) · k ∼ 0, so

x · (n+ 1) · k = yn · (n+ 1) · k · n ∼ 0 .
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From this we get x · n · k ∼ −x · k, and hence

(x · n · k)µx · k ∼ (−x · k)µx · k .

Using (v) and (iii) of the induction hypothesis, we get

(x · n)µx ∼ (−x)µx, so x · n ∼ −x and hence x · (n+ 1) ∼ 0 ,

which contradicts the assumption.

Now we prove (i). By induction, (x · k)µ−x · k = −x for all 1 6 k 6 n,
so we only need to show this for k = n+ 1. We have

−(x · (n+ 1))µ−x

= (−x · (n+ 1))µ−x

= (−x · n)α−xµ−x

= (−x · n)µ−xαxµ−xαx (by Proposition 5.1.2(v))
= ynαxµ−xαx (by (IH))
= ynα

n
ynµ−xαx

= (yn · (n+ 1))µ−xαx

=
(
(yn · (n+ 1) · n)µ−x · n

)
αx (by (IH) and (5.1))

=
(
(x · (n+ 1))µ−x · n

)
αx .

Hence α−1(x·(n+1))µ−x
= αn(x·(n+1))µ−x

αx, so indeed

−x = 0 · α−x = 0 · αn+1
(x·(n+1))µ−x

= (x · (n+ 1))µ−x · (n+ 1) .

Next we prove (ii), where again, we only need to check that xτ ·(n+1)
is a unit. By Lemma 2.2.8, (x · n)µτ = xµτ · n for any µ-maps τ and
µ. Hence

xτ · (n+ 1) = (−x)µ−xτ · (n+ 1) = (−x) · (n+ 1)µ−xτ 6∼ 0 ,

as x · (n+ 1) 6∼ 0.

Similarly we prove (iii) using (i) and Lemma 2.2.8.

(x · k)τ · k = (x · k)µ−xµxτ · k =
(
(x · k)µ−x · k

)
µxτ

= −xµxτ = xτ .



92 Chapter 5. Special local Moufang sets

To prove (iv), we first observe that yn+1 = (−x · (n+ 1))µ−x indeed
satisfies yn+1 · (n + 1) = x, by (iii). We first show the following
statement.

If z · (n+ 1) = x, then z · k is a unit for all 1 6 k 6 n+ 1. (5.2)

Indeed, if z ·k ∼ 0, then also z ·k ·(n+1) ∼ 0, so x·k ∼ 0, contradicting
the fact that x · k is a unit for all k 6 n+ 1.

Now we prove that yn+1 is unique. Suppose z · (n+ 1) = x, then

−x · (n+ 1) = xµ−x · (n+ 1) = (z · (n+ 1))µ−x · (n+ 1)

= zµ−x ,

using (iii) for z, which is allowed by (5.2). Hence, z = yn+1, and
indeed yn+1 is unique. By (5.2), yn+1 · k is a unit for 1 6 k 6 n+ 1.
We only need to show that yk ·(n+1) is a unit for 1 6 k 6 n. Suppose
yk · (n+ 1) ∼ 0, then also x · (n+ 1) = yk · (n+ 1) · k ∼ 0, which is a
contradiction.

It only remains to show (v), which we do in two steps. First, if
x · (n+ 1) · k ∼ 0 for some 1 6 k 6 n, we would have

x · n · k ∼ −x · k
=⇒ (x · n · k)µx · k ∼ (−x · k)µx · k
=⇒ (x · n)µx ∼ (−x)µx (by (IH) and (iii))
=⇒ x · n ∼ −x
=⇒ x · (n+ 1) ∼ 0,

which is a contradiction; so x · (n+ 1) · k is a unit for 1 6 k 6 n.

Now if x · (n+ 1) · (n+ 1) ∼ 0, we would have

−x · (n+ 1) · n ∼ x · (n+ 1)

=⇒ −(x · (n+ 1) · n)µx · n ∼ (x · (n+ 1))µx · n
=⇒ −(x · (n+ 1))µx ∼ (x · (n+ 1))µx · n
=⇒ (x · (n+ 1))µx · (n+ 1) ∼ 0

=⇒ −x ∼ 0,
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which is again a contradiction. This shows that x · (n+ 1) · k is a unit
for 1 6 k 6 n+ 1.

By induction, the lemma now holds for all n.

The essence of the previous lemma is contained in the following corol-
lary.

Corollary 5.1.7. Let M be a special local Moufang set and assume
x · k is a unit for all 1 6 k 6 n.

(i) there is a unique y such that y ·n = x, which we denote by x · 1n ;
(ii) (x · n)τ = xτ · 1n and

(
x · 1n

)
τ = xτ · n;

(iii) if z ∼ x, then z · k is a unit for all 1 6 k 6 n and x · 1n ∼ z ·
1
n .

Proof.

(i) By Lemma 5.1.6(iv), y := (−x · n)µ−x is the unique element
satisfying y · n = x.

(ii) Lemma 5.1.6(iii) gives us (x · n)τ · n = xτ , so

(x · n)τ = xτ · 1n .

Now by Lemma 5.1.6(iv) the element x · 1
n also satisfies the

conditions of Lemma 5.1.6. Hence we have

((
x · 1n

)
· n
)
τ · n =

(
x · 1n

)
τ ,

so xτ · n =
(
x · 1n

)
τ .

(iii) By Lemma 5.1.5, z · k ∼ x · k 6∼ 0 for all 1 6 k 6 n. Now we
have

x ∼ z =⇒ xτ−1 ∼ zτ−1 =⇒ xτ−1 · n ∼ zτ−1 · n
=⇒ (xτ−1 · n)τ ∼ (zτ−1 · n)τ =⇒ x · 1n ∼ z ·

1
n
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5.2 Special local Moufang sets with
abelian root groups

5.2.1 Unique k-divisibility again

We have already considered the k-divisibility of elements, but one can
also look at k-divisibility of an entire group.

Definition 5.2.1. A group U is (uniquely) k-divisible if for every
u ∈ U , there is a unique v ∈ U such that vk = u.

Now, if the root groups of a special local Moufang set are abelian, and
the units are uniquely k-divisible, then so is the entire root group.

Proposition 5.2.2. Let M be a special local Moufang set with U∞
abelian and n ∈ N. If for all units x and all 1 6 k 6 n, x · k is also a
unit, then U∞ is uniquely k-divisible for all 1 6 k 6 n.

Proof. Let 1 6 k 6 n. Corollary 5.1.7 already shows that, if x is a
unit, there is a unique y such that αky = αx; therefore, it only remains
to check the unique k-divisibility for non-units. So suppose that x
is not a unit. Take any unit e; then αx = αxα−eαe. Now xα−e and
e are units, so both αxα−e and αe are uniquely k-divisible, say with
αky = αxα−e and αkz = αe. Since U∞ is abelian, we get

(αyαz)
k = αkyα

k
z = αxα−eαe = αx .

To show uniqueness, suppose there are two elements u, u′ ∈ U∞ with
uk = u′k = αx. Then

(α−1y u)k = α−ky αx = α−ky αkyα
k
z = αe ,

and similarly (α−1y u′)k = αe. By the uniqueness for units, we get
α−1y u′ = α−1y u, so u = u′.

5.2.2 µ-maps and Hua maps

If the root groups are abelian, there are a lot of very nice identities
for µ-maps and Hua maps. To prove these, we need to know there
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are at least two classes of units. In the case where for all units x, x · 2
is also a unit, we automatically get at least two classes of units.

Lemma 5.2.3. Let M be a special local Moufang set with U∞ abelian
and |X| > 3. For any unit x, we have hx = h−x.

Proof. First assume y is a unit with y 6∼ −x, then

(−y)µ−x = (−y)α−xτ
−1αxτ−1τα−x

= (−yαx)τ−1αxτ−1τα−x

= (−yαxτ−1)αxτ−1τα−x (as −yαx is a unit)

= (−yαxτ−1α−xτ−1τ)α−x

= −yαxτ−1α−xτ−1ταx

= −yµx ,

where we repeatedly use

(−x′)α−y′ = 0α−1x′ α
−1
y′ = 0(αx′αy′)

−1 = −(x′αy′) .

From this, we get yµx = −(−yµx) = −(−y)µ−x = yµ−x, so for any
unit y with y 6∼ −x, we have yhx = yτµx = yτµ−x = yh−x.

Next, we look at the case where y ∼ −x. Take a unit e such that
e 6∼ −x, then yα−e is a unit and yα−e 6∼ −x, so we can use the
previous case to get

yhx = yα−eαehx

= (yα−e)hxαehx (by Lemma 2.2.8)
= (yα−e)h−xαeh−x (by the previous case)
= yα−eαeh−x (by Lemma 2.2.8)
= yh−x .

Thirdly, we look at the case where y ∼ 0. Take any unit e, then yα−e
is a unit, so we can repeat the previous argument to get yhx = yh−x.

Finally, we need to cover the case y ∼ ∞.

yhx = yτhτxτ
−1
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= yτh−xττ
−1 (by Lemma 2.2.7(iii))

= yτhxττ
−1 (by the previous case with xτ replacing x)

= yτhτ−xτ
−1 (by Lemma 2.2.7(iii))

= yh−x .

Now we know yhx = yh−x for all y ∈ X, so hx = h−x.

This lemma has many implications.

Proposition 5.2.4. Let x and y be units in a special local Moufang
set with U∞ abelian and |X| > 3.

(i) µx = µ−x, so µ2x = 1;
(ii) µµyx = µxµy ;
(iii) if xαy is a unit, then µxµxαyµy = µyµxαyµx = µ(xταyτ )τ .
(iv) hxτ = h−1x ;
(v) hxhyhx = hyhx.

Proof.

(i) Since hx = h−x, we also have µx = τ−1hx = τ−1h−x = µ−x.
(ii) By Lemma 2.2.3(iv), we have µxµy = µ

µy
−x, so this follows from

(i).
(iii) Let z = xταyττ . Then, by Proposition 2.2.4, we have

µ−yµzµ−x = µ(−x)α−y ,

so by (i) we get µz = µxµyαxµy. If we interchange x and
y, z remains the same by the commutativity of U∞, so we
also get µz = µyµxαyµx. By the commutativity of U∞ again,
xαy = 0αxαy = yαx.

(iv) Using the fact that τ is a µ-map and hence an involution and
Lemma 2.2.7(iii), we get

hxτ = hτ−x = ττµ−xτ = (τµx)−1 = h−1x .

(v) By Lemma 2.2.7(iv) and the previous property, we get

hyhx = h−xh
−1
yτ hx = hxhyhx .
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We can now wonder what the relation is between µx and µx·`, and
similarly between hx and hx·`

Proposition 5.2.5. Let M be a special local Moufang set with U∞
abelian and take n ∈ N. Assume that for all units x and all 1 6 k 6 n,
x · k is also a unit. Then we have yµx · `2 = yµx·` and yhx · `2 = yhx·`
for all units y and for ` ∈ {n, n−1}.

Proof. If n = 1, there is nothing to prove, so we assume n > 2. In
this case, as x 6∼ x · 2 for any unit x, we get |X| > 3.

First assume y is a unit with y 6∼ −x · n. Then

yµx·n = yαx·nτα−(x·n)τταx·n

=
((
y · 1n

)
αx · n

)
τα−(x·n)τταx·n

=
((
y · 1n

)
αxτ · 1n

)
α−xτ · 1

n
ταx·n

=
((
y · 1n

)
αxτα−xτ · 1n

)
ταx·n

=
((
y · 1n

)
αxτα−xττ · n

)
αx·n

=
(
y · 1n

)
αxτα−xτταx · n

=
(
y · 1n

)
µx · n = yµx · n2

If y ∼ −x · n, we use the previous case to get (−y)µx·n = (−y)µx · n2,
so as M is special, we also get yµx·n = yµx · n2, which now holds for
all units y.

By substituting x by x · 1n , we get

yµx = yµx· 1
n
· n2, so yµx· 1

n
= yµx · 1

n2 ,

so we get yµx·` = yµx · `2 for both values of `.

Using the previous case, we get, for all units y.

yhx · `2 = yτµx · `2 = yτµx·` = yhx·` .

5.2.3 A paired structure

We would now like to know what yµx·` is when y is not a unit. Of
course, if y ∼ 0, we get yµx ∼ ∞, so it would not make sense to
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compare yµx·` to yµx · `2, since the second expression is not even
defined. To resolve this, we also use the ‘multiplication by n’ for U0.
In short, we consider two opposite structures in the local Moufang
set, one corresponding to U∞ and one corresponding to U0.

Definition 5.2.6. For x ∈ X \ 0 and k > 1, we define

x ·̃ k :=∞ · γkxτ−1 .

Remark 5.2.7. The definition of ·̃ corresponds to the definition of
· when we interchange 0 and ∞. As we could repeat the previous
sections with 0 and ∞ interchanged, we still get valid statements
when we replace · with ·̃ in Corollary 5.1.7 and Proposition 5.2.5.

Even though τ appears in the definition of ·̃, remember that γxτ−1 is
the unique element of U0 mapping ∞ to x (independent of τ), so ·̃
does not depend on the choice of τ .

The first thing we can observe is that · and ·̃ are closely related:

Lemma 5.2.8. Let M be a special local Moufang set.

(i) If x 6∼ ∞, then (x · n)τ = xτ ·̃ n.
(ii) If x 6∼ 0, then (x ·̃ n)τ = xτ · n.

Proof.

(i) We have

xτ ·̃ n =∞γnx =∞ατnx =∞τ−1αnxτ = (0αnx)τ = (x · n)τ .

(ii) This follows from (i), using xτ−1 and replacing τ−1 by τ .

Combining this with Corollary 5.1.7, we are able to express · 1n in
terms of ·̃ and we can extend Proposition 5.2.5:

Proposition 5.2.9. Let M be a special local Moufang set with abelian
root groups, and take n ∈ N. Assume that for all units x and all
1 6 k 6 n, x · k is also a unit. Let ` ∈ {n, n−1}. Then for all units
x, we have

(i) x ·̃ ` = x · `−1, hence (x · `)τ = xτ ·̃ ` and (x ·̃ `)τ = xτ · `;
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(ii) For y 6∼ ∞, we have yhx·` = yhx · `2.
(iii) For y 6∼ 0, we have yhx·`−1 = yhx̃·` = yhx ·̃ `2.
(iv) For y 6∼ ∞, we have yµx·`−1 = yµx̃·` = yµx ·̃ `2;
(v) For y 6∼ 0, we have yµx·` = yµx · `2.

Proof.

(i) By Corollary 5.1.7 and the previous lemma, we have

(x ·̃ n)τ = xτ · n =
(
x · 1n

)
τ .

so x ·̃ n = x · 1n . By switching the roles of 0 and ∞, we also get
x ·̃ 1

n = x · n. Furthermore, we get xτ ·̃ ` = xτ · `−1 = (x · `)τ
and xτ · ` = (x · `−1)τ = (x ·̃ `)τ .

(ii) We already know the identity if y is a unit, so we only need to
treat the case where y ∼ 0. In that case, y = yα−eαe, so

yhx·` = yα−eαehx·`

= (yα−e)hx·`α
hx·`
e

= (yα−ehx · `2)αehx·`
= (yα−ehx · `2)αehx·`2
= (yα−ehxαehx) · `2

= (yα−eαe)hx · `2

= yhx · `2 .

(iii) Now assume y 6∼ 0, then

yhx·`−1 = yτhτx·`−1τ
−1

= yτh(−x·`−1)ττ
−1

= yτh(−x)τ ·`τ
−1

= (yτh(−x)τ · `2)τ−1

= (yτhτx · `2)τ−1

= yτhτxτ
−1 ·̃ `2

= yhx ·̃ `2 .
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(iv) If y 6∼ ∞, we have yτ−1 6∼ 0, so

yµx̃·` = yτ−1hx̃·` = yτ−1hx ·̃ `2 = yµx ·̃ `2 .

(v) If y 6∼ 0, we have yτ−1 6∼ ∞, so

yµx·` = yτ−1hx·` = yτ−1hx · `2 = yµx · `2 .

We can now make a paired structure by looking at X \∞ and X \ 0,
and consider µ-maps as going from one side to the other (and Hua
maps as maps from each side to itself). When we restrict ourselves to
these sets, Proposition 5.2.9 indicates that x 7→ µx is close to being
quadratic in some sense. This will be important in defining a Jordan
pair in Section 7.2.



Part II

Examples of local
Moufang sets and
characterizations





Projective local
Moufang sets6

The first examples of local Moufang sets we consider are those with
a projective line over a local ring R as underlying set. We need to
define a natural equivalence relation on this set, and define the root
groups to finally get a local Moufang set M(R). Next, we consider
a local Moufang set satisfying some extra conditions (R1-4) and we
construct a ring from it. We use this construction to characterize
which local Moufang sets are isomorphic to M(R) for some local ring
R with characteristic of the residue field different from 2. In the final
section, we give some connections between the Bruhat-Tits tree of
SL2 over a valued field, and these projective local Moufang sets.

6.1 Defining projective local Moufang sets

6.1.1 Projective spaces over local rings

In this section, let R be a unital, commutative local ring with maximal
ideal m. We start with a general way of constructing n-dimensional
projective spaces over such rings. The geometric properties of these
spaces have been studied by F.D. Veldkamp in [Vel].

Definition 6.1.1. Let (a0, a1, . . . , an) ∈ Rn+1 such that

a0R+ · · ·+ anR = R .

Then we write

[a0, . . . , an] := {(ua0, ua1, . . . , uan) | u ∈ R×} .

103
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We define the projective space of dimension n over R as

Pn(R) :=

{
[a0, . . . , an]

∣∣∣∣ (a0, a1, . . . , an) ∈ Rn+1

a0R+ a1R+ · · · anR = R

}
.

This definition works for general rings, though it gives more structure
if we have a local ring. In this case, the condition a0R+ a1R+ · · ·+
anR = R implies that at least one ai is invertible. Furthermore, we
can use this to find a unique representative for each point of Pn(R):
if [a0, a1, . . . , an] ∈ Pn(R), we take the minimal i for which ai is
invertible, and we rescale by a−1i . This means that on the positions
0, . . . , i−1, we have elements of m, then we have a 1, and on positions
i+ 1, . . . , n, we have elements of R. In short, we get a decomposition
of Pn(R) according to these unique representatives:

Pn(R) = {[1, r1, . . . , rn] | r1, . . . , rn ∈ R}
∪ {[m0, 1, r2, . . . , rn] | m0 ∈ m, r2, . . . , rn ∈ R}
∪ {[m0,m1, 1, r3, . . . , rn] | m0,m1 ∈ m, r3, . . . , rn ∈ R}
∪ · · ·
∪ {[m0,m1, . . . ,mn−1, 1] | m0, . . . ,mn−1 ∈ m} (6.1)

Another way of defining the projective space, which does not require
the choice of a basis for Rn+1, is

Pn(R) = {V 6 Rn+1 | V is a free submodule of rank 1} .

It is useful to observe what happens to the projective space when we
take a local ring homomorphism ϕ from R to another local ring S.
As invertible elements are mapped to invertible elements,

Pn(ϕ) : Pn(R)→ Pn(S) : [a0, a1, . . . , an] 7→ [ϕ(a0), ϕ(a1), . . . , ϕ(an)]

is a well-defined map. Note that this makes Pn into a functor from
the category of local rings with only local ring homomorphisms to the
category of sets.

Lemma 6.1.2. Let ϕ : R → S be a local ring homomorphism, take
any [a0, a1, . . . , an] ∈ Pn(R) and let

Pn(ϕ)([a0, . . . , an]) = [b0, . . . , bn] .
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If we choose the unique representatives for [a0, . . . , an] and [b0, . . . , bn]
as in (6.1), we have ϕ(ai) = bi for all i ∈ {0, . . . , n}.

Proof. If Pn(ϕ)([a0, . . . , an]) = [b0, . . . , bn], the i’s for which ai is
invertible are the same as those for which bi is invertible. Suppose
j is the minimal i for which ai (and hence also bi) is invertible. If
[a0, . . . , an] and [b0, . . . , bn] are the representatives as in (6.1), we have
aj = 1 and bj = 1. Now, by the definition of Pn(ϕ), ϕ(ai) = sbi for
some fixed invertible element s ∈ S and all i ∈ {0, . . . , n}. By looking
at the j-th coordinate, s = 1, so ϕ(ai) = bi for all i.

Using all this lemma, we can prove the following:

Theorem 6.1.3. Let R be a local ring with completion R̂. Then

Pn(R̂) = lim←−Pn(R/mi) ,

with projection maps Pn(pj), with pj : R̂→ R/mj : (ri)i 7→ rj.

Proof. We denote ϕij for the natural projection R/mi → R/mj when
i > j. As Pn is a functor, (IL1) is satisfied. For the universal
property, assume X is another set with maps qj : X → Pn(R/mj)
which commute with the maps ϕij . Now take x ∈ X and write
qj(x) = [a0,j , . . . , an,j ], using representatives from (6.1). As we have

Pn(ϕij)([a0,i, . . . , an,i]) = [a0,j , . . . , an,j ]

for all i > j, Lemma 6.1.2 implies that ϕij(ak,i) = ak,j for all k. This
means that for all k, (ak,i)i ∈ R̂. As there is some k for which all ak,i
are invertible (there even is a number k for which (ak,i)i = 1), we find
[(a0,i)i, . . . , (an,i)i] ∈ Pn(R̂), giving us a map ψ : X → Pn(R̂). This is
also the unique ψ satisfying pj ◦ ψ = qj . Hence Pn(R̂) is indeed the
inverse limit.

6.1.2 Construction of projective local Moufang sets

We can now turn to defining projective local Moufang sets. These are
generalizations of projective Moufang sets, and hence they should act



106 Chapter 6. Projective local Moufang sets

on a projective line. In our context, we want to add an equivalence
relation to this projective line.

Definition 6.1.4. Let (R,m) be a local ring. The projective line
P1(R) is the union

P1(R) := {[1, r] | r ∈ R} ∪ {[m, 1] | m ∈ m} .

We set

[1, r] ∼ [1, r′] ⇐⇒ r − r′ ∈ m for all r, r′ ∈ R
[m, 1] ∼ [m′, 1] for all m,m′ ∈ m

[m, 1] 6∼ [1, r] for all m ∈ m, r ∈ R.
(6.2)

We can let PSL2(R) act on P1(R) on the right, and we will construct
a local Moufang set using a subgroup and an element of PSL2(R).

Proposition 6.1.5. Consider (P1(R),∼) and define

U =

{[
1 r
0 1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R} τ =

[
0 −1
1 0

]
∈ PSL2(R) .

Then U and τ preserve the equivalence and satisfy (C1-2), where
∞ = [0, 1] and 0 = [1, 0].

Proof. Let u = [ 1 r0 1 ] ∈ U , then we immediately get [1, s] ∼ [1, s′] is
equivalent to [1, s]u ∼ [1, s′]u. Furthermore,

[m, 1]u = [m,mr + 1] = [m(mr + 1)−1, 1] ,

which means that u also preserves the set {[m, 1] | m ∈ m}. Hence u
preserves equivalence. For τ we have a few different cases:

(1) If r, r′ are not invertible, then [1, r] ∼ [1, r′] and also

[−r, 1] ∼ [−r′, 1] ,

as r, r′ ∈ m. This means [1, r]τ ∼ [1, r′]τ .
(2) If r, r′ are both invertible, then

[1, r] ∼ [1, r′] ⇐⇒ r − r′ ∈ m ⇐⇒ r ≡ r′ (mod m)

⇐⇒ r−1 ≡ r′−1 (mod m) ⇐⇒ r′−1 − r−1 ∈ m

⇐⇒ [1,−r−1] ∼ [1,−r′−1] ⇐⇒ [1, r]τ ∼ [1, r′]τ
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(3) If m,m′ ∈ m, then [1,m] ∼ [1,m′], and also [−m, 1] ∼ [−m′, 1],
meaning [1,m]τ ∼ [1,m′]τ .

As τ−1 = τ , we know τ preserves ∼.

Next, we verify the three conditions (C1), (C1’) and (C2). For the
first, we note that U fixes [0, 1] =:∞, and for any [1, r] and [1, s] in
X \∞, there is a unique element of U mapping the first to the second:[
1 s−r
0 1

]
. To show (C1’), we use the projection R → R/m : r 7→ r.

We can see that [a, b] = [a, b] and [ 1 r0 1 ] =
[
1 r
0 1

]
. The argument to

show (C1’) is now identical to that for (C1), but using the residue
field instead of the local ring. The last condition is straightforward:
∞τ = [1, 0] 6∼ ∞, and ∞τ2 =∞.

We now want to use Theorem 3.2.4 to show that we actually get a
local Moufang set. In order to do this, we need to determine the units,
α-maps and the Hua maps.

Proposition 6.1.6. Consider (P1(R),∼) and set

U =

{[
1 r
0 1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R} τ =

[
0 −1
1 0

]
∈ PSL2(R) .

The units are the points [1, r] with r invertible, we have α[1,r] = [ 1 r0 1 ]

and h[1,r] =
[
r−1 0
0 r

]
.

Proof. A point of P1(R) is a unit if it is not equivalent to 0 or ∞, i.e.
it is not equivalent to [0, 1] or [1, 0]. The first means that a unit must
be of the form [1, r], the second means r must be invertible. Clearly,
α[1,r] as defined in the statement maps [1, 0] to [1, r]. Finally, if [1, r]
is a unit, we find

h[1,r] = τα[1,r]τ
−1α−([1,r]τ−1)τα−(−([1,r]τ−1))τ

=

[
0 −1
1 0

] [
1 r
0 1

] [
0 −1
1 0

] [
1 r−1

0 1

] [
0 −1
1 0

] [
1 r
0 1

]
=

[
r−1 0
0 r

]
.

With an exact expression for the Hua maps, we can now prove that
we get a local Moufang set.
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Theorem 6.1.7. Let (R,m) be a local ring and set

U =

{[
1 r
0 1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R} τ =

[
0 −1
1 0

]
∈ PSL2(R)

acting on (P1(R),∼). Then M(U, τ) is a local Moufang set.

Proof. By Proposition 6.1.5 and Theorem 3.2.4, it is sufficient to show
that h[1,r] normalizes U for all units. Let [1, r] be a unit and take any
u = [ 1 s0 1 ] ∈ U . We can compute that uh[1,r] =

[
1 sr2
0 1

]
∈ U . Hence U

is normalized by h[1,r].

Definition 6.1.8. Let (R,m) be a local ring and set

U =

{[
1 r
0 1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R} τ =

[
0 −1
1 0

]
∈ PSL2(R)

acting on (P1(R),∼). We call the local Moufang set M(U, τ) a pro-
jective local Moufang set , which we denote by M(R).

6.1.3 Some properties

We are interested in seeing what some of the other notions of local
Moufang sets become for projective local Moufang sets.

Proposition 6.1.9. Let M(R) be a projective local Moufang set.
Then

(i) U0 =

{[
1 0
r 1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R};
(ii) for a unit [1, r], µ[1,r] =

[
0 −r−1
r 0

]
;

(iii) for a unit [1, r], ∼[1, r] = [1,−r] = −[1, r];

(iv) the Hua subgroup is H =

{[
r 0
0 r−1

]
∈ PSL2(R)

∣∣∣∣ r ∈ R×};
(v) the little projective group is G = PSL2(R).

Hence M(R) is special, has abelian root groups and an abelian Hua
subgroup.
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Proof.

(i) If u = [ 1 r0 1 ] ∈ U , then we can compute uτ =
[

1 0
−r 1

]
. As r runs

through R, we find U0 as desired.
(ii) As we have a local Moufang set, µ[1,r] = τ−1h[1,r].
(iii) We compute ∼[1, r] = (−[1, r]τ−1)τ = [1, r−1]τ = [1,−r].
(iv) This follows immediately from (ii).
(v) By Theorem 1.2.16, PSL2(R) is the group generated by elemen-

tary matrices. But for 2 × 2-matrices, the set of elementary
matrices is precisely the union of U∞ and U0. As the little
projective group is generated by U∞ and U0, it coincides with
PSL2(R).

Another interesting observation is that if char(R/m) 6= 2, then 2 is
invertible in R. Hence, if r is invertible, so is 2r, and this implies that
if [1, r] is a unit, then so is [1, r] · 2.

Finally, we want to check what happens to the local Moufang sets if
we change our local ring with a local ring homomorphism.

Proposition 6.1.10. Let (R,m) and (S, n) be local rings and f : R→
S a local ring morphism. Then P1(f) is a homomorphism of local
Moufang sets from M(R) to M(S). If R ⊆ S, then M(R) can be
embedded in M(S). If S is a quotient of R, then M(S) is a quotient
of M(R).

Proof. We first show that P1(f) preserves ∼. For all r, r′ ∈ R we have

[1, r] ∼ [1, r′] ⇐⇒ r − r′ ∈ m

⇐⇒ f(r − r′) ∈ n (this uses f(m) ⊆ n)
⇐⇒ [1, f(r)] ∼ [1, f(r′)] .

Furthermore, [f(m), 1] ∼ [f(m′), 1] for m,m′ ∈ m, and [f(m), 1] 6∼
[1, f(r)] for any m ∈ m and r ∈ R.

Assume M(R) = M(U, τ) and M(S) = M(U ′, τ ′) as in the definition
of projective local Moufang sets. We define

θ : U → U ′ :

[
1 r
0 1

]
7→
[
1 f(r)
0 1

]
.
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We can now check that uϕ = ϕθ(u) for all u ∈ U and τϕ = ϕτ ′.
By Proposition 4.1.15, we see that P1(f) is a homomorphism of local
Moufang sets.

By Corollary 4.1.10 this proposition means that if R is a local sub-
ring of S, then M(R) is a local Moufang subset of M(S). Similarly
Corollary 4.1.11 implies that if S is a quotient of R, then M(S) is a
quotient of M(R).

6.2 Characterization of M(R)

6.2.1 Constructing a ring from a local Moufang set

We have seen that M(R) is an example of a special local Moufang set.
It is natural to ask what conditions can be put on a local Moufang set
to ensure that it is equal to M(R) for some local ring R. With some
additional assumptions, it is possible to recover the ring structure
from the local Moufang set, at least provided the characteristic of the
residue field is different from 2. We will use a method similar to the
related result for Moufang sets in §6 of [DMW].

Construction B. Suppose that M is a local Moufang set satisfying
the following conditions:

(R1) M is special;
(R2) U∞ is abelian;
(R3) the Hua subgroup H is abelian;
(R4) if x is a unit, then so is x · 2.

We consider the set R := X \ ∞, and define an addition and a
multiplication. Note that there is a bijection between R and U∞ by
x 7→ αx. We define the addition on R as

x+ y := 0 · αxαy

for all x, y ∈ R. This addition is simply the translation of the group
composition in U∞ to the set R. Since U∞ is an abelian group, so is
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(R,+). By Proposition 5.2.2, U∞ is uniquely 2-divisible, hence also
(R,+) is uniquely 2-divisible.

To define the multiplication, we first choose a fixed unit e ∈ R, which
will be the identity element of the multiplication. We will use the Hua
maps corresponding to τ = µe, i.e. we use hx = hx,µe = µeµx. Note
that by (R1), (R2), (R4) and Proposition 5.2.4(i), µe is an involution,
so we also have µehx = µx. For any y ∈ R, we now define a map
Ry : X → X by

xRy :=


x · he+y − x · hy − x y, y + e units,

−x · h−e+y + x+ x · hy

{
y a unit
y + e not a unit

x · h2e+y − x · he+y − x · h−2e + x y not a unit.

(We will verify in the proof of Lemma 6.2.2 below that all Hua maps
occurring in this definition can indeed be defined.) Combining this
with the unique 2-divisibility, we can now define the multiplication
on R by

xy := xRy · 12
for all x, y ∈ R.

We will now prove that this structure is a local ring, so for the remain-
der of the subsection, our local Moufang set satisfies (R1-4). First, we
observe that the action of any Hua map on R is a group automorphism
of (R,+):

Lemma 6.2.1. Let h be a Hua map. Then for any x, y ∈ R, we have
(x+ y)h = xh+ yh. In particular, (−x)h = −xh and (x/2)h = xh/2.

Proof. The first identity is Lemma 2.2.8 rewritten in terms of the
addition in R. The second and the third are immediate consequences,
using the unique 2-divisibility.

Note that if h and h′ are Hua maps, we can define x(h+h′) := xh+xh′,
and the map h+h′ is a group endomorphism of (R,+). In particular,
each Rx is a group endomorphism of (R,+).
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Lemma 6.2.2. The structure (R, ·) is a commutative monoid with
identity element e.

Proof. By the previous lemma and observation, we have(
x · 12

)
Ry = xRy · 12 .

Furthermore, since H is abelian, every two maps Rx and Ry commute.
Hence

(xy)z =
(
xRy · 12

)
Rz · 12 = xRyRz · 14 = xRzRy · 14

=
(
xRz · 12

)
Ry · 12 = (xz)y

for all x, y, z ∈ R. This proves the identity

(xy)z = (xz)y (6.3)

for all x, y, z ∈ R, which will be crucial for showing commutativity
and associativity.

Next, we show that e is a left identity element for the multiplication,
i.e. that ex = x for all x ∈ R, and we will show this in each of the
three cases from the definition of Rx. We use Proposition 5.1.2 and
Lemma 5.1.3, which translates to

xµx+y = −y − x+ xµy − y

for all x, y ∈ R such that x, y and x+ y are units.

(1) Assume x and x+ e are units. We get

eRx = e · he+x − e · hx − e = eµeµe+x − eµeµx − e
= (−e)µe+x − (−e)µx − e = −eµe+x + eµx − e
= −(−x− e+ eµx − x) + eµx − e = 2x ,

so ex = eRx/2 = x.
(2) Assume x is a unit and x + e is not a unit. Hence x − e is a

unit, or we would have x − e ∼ 0 ∼ x + e, which would imply
e ∼ −e, contradicting (R4). We get

eRx = −e · h−e+x + e+ e · hx = −e · µeµ−e+x + e+ e · µeµx
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= −(−e)µ−e+x + e+ (−e)µx
= −(−x+ e+ (−e)µx − x) + e+ (−e)µx = 2x ,

so ex = eRx/2 = x.
(3) Assume x is not a unit, so x+ e and x+ 2e are units (since e is

a unit and 2e 6∼ 0). We get

eRx = e · h2e+x − e · he+x − e · h−2e + e

= e · µeµ2e+x − e · µeµe+x − e · µeµ−2e + e

= −eµ2e+x + eµe+x − (−e)µ−2e + e

= −(−e− x− e+ eµe+x − e− x) + eµe+x

− (e+ e+ (−e)µe + e) + e

= 2x ,

so ex = eRx/2 = x.

Substituting e for x in (6.3), we get yz = zy for all y, z ∈ R, so the
multiplication is commutative. In particular, xe = ex = x for all
x ∈ R, so e is an identity element. Finally, we apply commutativity
to (6.3), and we get

(yx)z = (xy)z = (xz)y = y(xz)

for all x, y, z ∈ R, so the multiplication is associative.

The previous lemma contains most of the work in proving that R is
a ring. The final ingredient we need is distributivity.

Theorem 6.2.3. The structure (R,+, ·) is a unital, commutative
ring.

Proof. We know that (R,+) is an abelian group with identity element
0 (isomorphic to U∞), and that the multiplicative structure is a
commutative monoid with identity element e. It only remains to
show the distributivity. We have seen before that the maps Rx, as
linear combinations of Hua maps, act linearly on (R,+). This means
that (x+ y)Rz = xRz + yRz, and so

(x+ y)z = (xRz + yRz) · 12 = xRz · 12 + yRz · 12 = xz + yz
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for all x, y, z ∈ R. By commutativity, we also get

x(y + z) = (y + z)x = yx+ zx = xy + xz

for all x, y, z ∈ R. We conclude that R is indeed a unital, commutative
ring.

Our next goal is to show that R is a local ring. To do this, we will
identify the invertible elements, and show that the non-invertible
elements form an ideal.

Proposition 6.2.4. If x ∈ X is a unit, then x ∈ R is invertible with
inverse x−1 := (−x)µe.

Proof. Note that we only need to show x−1x = e, since by commuta-
tivity we will also get xx−1 = e. We will again use Proposition 5.1.2
and Lemma 5.1.3. Again, we need to proceed case by case, but since
x is a unit, only the two first cases of the multiplication occur.

(1) In this case, both x and x+ e are units. We get

(−x)µeRx = (−x)µe · he+x − (−x)µe · hx − (−x)µe

= (−x)µe+x − (−x)µx − (−x)µe

= −xµx+e − x+ xµe

= −(−e− x+ xµe − e)− x+ xµe

= 2e ,

so x−1x = x−1Rx/2 = e.
(2) In this case, x a unit and x + e not a unit (so x − e a unit),

hence

(−x)µeRx = −(−x)µe · h−e+x + (−x)µe + (−x)µe · hx
= −(−x)µ−e+x + (−x)µe + (−x)µx

= xµx−e + (−x)µe + x

= (e− x+ xµe + e)− xµe + x

= 2e ,

so again x−1x = x−1Rx/2 = e.
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Observe that we have shown that the elements we called ‘units’ in
the local Moufang set correspond to the units in the ring R.

Proposition 6.2.5. The set m := 0 ⊆ R is an ideal in R.

Proof. Let x, y ∈ m; then

x+ y = xαy ∼ 0αy = y ∼ 0 ,

so x+ y ∼ 0 and x+ y ∈ m. Also

−x = 0α−x ∼ xα−x = 0 ,

so −x ∈ m. Next, we need to verify that m is closed under multiplica-
tion with R. Take x ∈ m and r ∈ R. We get xr = xRr/2, but Rr is
a linear combination of Hua maps. Hence xRr is a sum of x · hri for
some ri, and xhri ∼ 0hri = 0. Hence xRr ∼ 0, and (R4) then implies
that also xr ∼ 0. Hence m is an ideal.

We can now summarize our results of this section.

Theorem 6.2.6. Suppose that M is a local Moufang set satisfying
(R1)–(R4). Then the ring R obtained from Construction B is a local
ring, and 2 is invertible in R.

Proof. We have shown that m is an ideal in R. On the other hand,
if r ∈ R \ m, then r ∈ X \ ∞ is a unit, so m is exactly the set of
non-invertible elements of R; it must therefore be the unique maximal
ideal of R. Since 2 = 2e is a unit, it is invertible in R.

6.2.2 Characterizing M(R)

Our goal is to use Theorem 6.2.6 to characterize M(R) as a special
local Moufang set satisfying certain conditions. As a first step, we
will apply Construction B on M(R); we will see that the resulting
local ring is indeed isomorphic to the ring R we started with.

Theorem 6.2.7. If R is a local ring with residue field not of charac-
teristic 2, then the ring R′ we get from M(R) using Construction B
with unit [1, e] is isomorphic to R.
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Proof. We define a bijection ϕ : R→ R′ : r 7→ [1, re]. Then

ϕ(1) = [1, e] ,

ϕ(r + s) = [1, (r + s)e] = [1, re] + [1, se] = ϕ(r) + ϕ(s) ,

ϕ(rs) = [1, rse] = [1, ree−1se] = [1, re][1, se] = ϕ(r)ϕ(s) ,

for all r, s ∈ R. We conclude that ϕ is a ring isomorphism.

Remark 6.2.8. The ring R′ is, in fact, an isotope of R with new
unit e, and we have simply illustrated the (well known) fact that an
isotope of an associative ring is always isomorphic to the original ring.

Corollary 6.2.9. If M(R) is isomorphic to M(R′) for local rings R
and R′ with residue field not of characteristic 2, then R ∼= R′.

We will now characterize M(R) purely based on data from the local
Moufang set. We will need one extra assumption on the local Moufang
set, in addition to (R1-4).

Theorem 6.2.10. Let M be a local Moufang set satisfying (R1-4).
Let e and Rx be as in Construction B. Assume furthermore that

xµeαy = yRxα−2eµeRxµe for all x ∼ 0 and y 6∼ ∞. (?)

Then M is isomorphic to M(R), where R is the local ring obtained
from Construction B.

Proof. We adopt the notations from Construction B for M, and we
will denote the root group U[0,e] of M(R) by U ′. We will construct
a bijection from X to P1(R) preserving the equivalence, a bijection
from U∞ to U ′, and an involution τ of M(R) such that the action
of U∞ and µe on X is permutationally equivalent with the action of
U ′ and τ on P1(R). By Proposition 4.1.15 this will show that M is
indeed isomorphic to M(R).

By construction, R = X \∞, and we have ∞ = 0µe by the definition
of µ-maps. So we define

ϕ : X → P1(R) : x 7→

{
[e, x] if x ∈ R,
[−xµe, e] if x ∈ ∞.
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Note that in the second case xµe 6∼ ∞, so this is indeed an element of
the ring R. It is clear that ϕ is a bijection; we claim that ϕ preserves
the equivalence. First, if x, y ∈ R, then

x ∼ y ⇐⇒ xα−y ∼ 0 ⇐⇒ x− y ∼ 0

⇐⇒ x− y ∈ m ⇐⇒ [e, x] ∼ [e, y] ,

where the last equivalence follows from (6.2) on p. 106. Secondly,
if x ∼ y ∼ ∞, then xµe ∼ yµe ∼ 0, so both are in m, and hence
xϕ ∼ yϕ. Finally, if x ∼ ∞ but y ∈ R, then again xµe ∼ 0, so
xµe ∈ m, hence xϕ 6∼ yϕ.

Let τ =
[

0 e
−e 0

]
. It remains to show that the actions of U∞ and µe

on X are permutationally equivalent with the actions of U ′ and τ on
P1(R) via ϕ. For τ and µe, we compute, using µ2e = 1,

xµeϕ =


[−x, e] if xµe ∼ ∞ ⇐⇒ x ∼ 0 ,

[e, xµe] = [e,−x−1] if x ∈ R× ,
[e, xµe] if xµe ∼ 0 ⇐⇒ x ∼ ∞ ;

xτϕ =


[e, x]τ = [−xe, e2] = [−x, e] if x ∼ 0 ,

[−x, e] = [e,−x−1] if x ∈ R× ,
[−xµe, e]τ = [−e2,−xµee] = [e, xµe] if x ∼ ∞ ;

so xµeϕ = xτϕ. To show that the actions of U∞ and U ′ are the same,
we first observe that the map

θ : U∞ 7→ U ′ : αx 7→ α[e,x]

for all x ∈ R, is a group isomorphism because

θ(αx)θ(αy) = α[e,x]α[e,y] =

[
e x
0 e

] [
e y
0 e

]
=

[
e x+ y
0 e

]
= α[e,x+y] = θ(αx+y) = θ(αxαy)

for all x, y ∈ R. It only remains to show that

xαyϕ = xϕθ(αy) for all x ∈ X and y ∈ R.

We distinguish two cases: if x ∈ R, then

xαyϕ = (x+ y)ϕ = [e, x+ y] = [e, x]α[e,y] = xϕθ(αy) .
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If x ∼ ∞, we set x′ = xµ−1e , which is then equivalent to 0, so by (?)

xαy = x′µeαy = yRx′α−2eµeRx′µe = (2yx′ − 2e)µeRx′µe

= −(2yx′ − 2e)−1Rx′µe = (−2−1(yx′ − e)−1)Rx′µe
= (2(−2−1(yx′ − e)−1)x′)µe = (−(yx′ − e)−1x′)µe ,

where we have used the fact that (2yx′ − 2e) is invertible because
2yx′ ∈ m. Since xαy ∼ ∞, this implies

xαyϕ = [−(−(yx′ − e)−1x′)µeµe, e] = [(yx′ − e)−1x′, e] ,

where we use µ2e = 1. On the other hand,

xϕθ(αy) = [−xµe, e]α[e,y] = [−x′, e]
[
e y
0 e

]
= [−x′e,−x′y + e] = [(yx′ − e)−1x′, e] ,

and we conclude that xαyϕ = xϕθ(αy) also in this case.

6.3 Serre’s tree for PSL2

6.3.1 Fields with a discrete valuation and lattices

In [Ser], J.-P. Serre describes the Bruhat-Tits building corresponding
to SL2 over fields with discrete valuation. As such fields have a local
ring as valuation ring, there are connections to local Moufang sets.
We refer to [Sha] for a more expanded explanation on Serre’s tree,
from which some of the arguments here are taken.

Definition 6.3.1. Let K be a field. A discrete valuation is a surjec-
tive map v : K → Z ∪ {∞} such that

(DV1) v(a) =∞ ⇐⇒ a = 0 for all a ∈ K;
(DV2) v(ab) = v(a) + v(b) for all a, b ∈ K;
(DV3) v(a+ b) > min(v(a), v(b)) for all a, b ∈ K.

We write O := {a ∈ K | v(a) > 0} for the valuation ring and π for
the uniformizer , a fixed element such that v(π) = 1. The residue
field is O/πO.



6.3. Serre’s tree for PSL2 119

It is well-known that O is a local ring with maximal ideal πO. The
vertices of Serre’s tree are homothety classes of lattices in the vector
space K2.

Definition 6.3.2. An O-lattice L is a free O-module embedded in a
vector space Kn. Two lattices L and L′ are homothetic if there is an
a ∈ K such that aL = L′.

We will be working with full lattices in K2, meaning our lattices have
rank 2. Furthermore, if L and L′ are homothetic, there is a number
k ∈ Z for which πkL = L′, as π is a uniformizer.

Definition 6.3.3. If L is an O-lattice, we write [L] := {πkL | k ∈ Z}
for the homothety class of L.

If we have two lattice classes, we want to compare them somehow.
One can show that it is always possible to find a lattice in each
homothety class such that one is contained in the other. This will be
the basis for defining a distance between lattices.

Lemma 6.3.4. If L0 and L are lattices, then there is a number k ∈ Z
such that πkL ⊆ L0. Hence there is a maximal lattice in [L] contained
in L0.

Proof. Let L0 = e1O + e2O, then {e1, e2} is a basis for K2, so

L = (ae1 + be2)O + (ce1 + de2)O

for some a, b, c, d ∈ K. Now set k = min{v(a), v(b), v(c), v(d)}. Then

v(π−ka) = v(a)− k > 0 ,

so π−ka ∈ O, and similarly π−kb, π−kc, π−kd ∈ O, so π−kL ⊆ L0.

Definition 6.3.5. Let L0 and L be lattices. Assume L is the maximal
lattice in [L] contained in L0. Then also there is a minimal n ∈ N
such that πnL0 ⊆ L. We define d([L0], [L]) = n.

In [Ser], this map is defined in a different way, from which it is obvious
that it is a well-defined (in our definition, this distance can still depend
on the choice of L0). This distance corresponds to the distance in a
graph of lattice classes.
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Theorem 6.3.6. The graph T defined by

V (T ) = {[L] | L an O-lattice in K2}

where [L] is adjacent to [L′] if and only if d([L], [L′]) = 1 is a tree
and the distance in the graph between two lattice classes [L] and [L′]
is precisely d([L], [L′]).

Proof. This is [Ser, Theorem 1, p. 70].

We would like to find a connection between some actions on this tree
and local Moufang sets. To do this, we will make precise a remark
of Serre which relates the lattice classes at a fixed distance from one
lattice class to points of a projective line (see [Ser, p. 72]). For this,
we need more details on the connection between lattice classes at
distance n.

Lemma 6.3.7. Let L0 be a lattice not in [L], and assume L is the
maximal lattice in [L] contained in L0. Denote n = d([L0], [L]). Then

(i) L 6⊆ πL0.
(ii) If L0 = e1O + e2O, then there are a, b ∈ O such that

L = (ae1 + be2)O + πnL0

with at least one of a, b invertible (in O).
(iii) If L0 = e1O + e2O and

L = (ae1 + be2)O + πnL0 = (a′e1 + b′e2)O + πnL0

with at least one of a, b invertible, then there is an invertible
element u ∈ O such that

a ≡ ua′ (mod πn) and b ≡ ub′ (mod πn) .

(iv) Assume L0 = e1O + e2O and L = (ae1 + be2)O + πnL0 with at
least one of a, b invertible. If a′, b′ ∈ O are such that there is an
invertible u ∈ O such that

a ≡ ua′ (mod πn) and b ≡ ub′ (mod πn) ,

then L = (a′e1 + b′e2)O + πnL0.
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Proof.

(i) If L ⊆ πL0, then L ⊆ π−1L ⊆ L0, which contradicts the as-
sumption that L was the maximal lattice in [L] contained in
L0.

(ii) As {e1, e2} is a basis for K2, we can write

L = (ae1 + be2)O + (ce1 + de2)O .

Since L ⊆ L0, a, b, c, d ∈ O, and since L 6⊆ πL0, at least one of
a, b, c, d is invertible in O. Without loss of generality, we can
assume a is invertible, which means that we get

L = (ae1 + be2)O +
(
(ce1 + de2)− ca−1(ae1 + be2)

)
O

= (ae1 + be2)O + (d− ca−1b)e2O
= (ae1 + be2)O + πke2O ,

with k = v(d− ca−1b). As πnL0 ⊆ L, we have k 6 n. Further-
more, we can see that πkL0 ⊆ L, so n 6 k, which means k = n.
Hence we have L = (ae1 + be2)O + πnL0.

(iii) As (ae1 + be2)O + πnL0 = (a′e1 + b′e2)O + πnL0, there are
u, r, s ∈ O such that

ae1 + be2 = u(a′e1 + b′e2) + rπne1 + sπne2 ,

hence a ≡ ua′ (mod πn) and b ≡ ub′ (mod πn). As at least one
of a or b are invertible, u must be invertible.

(iv) By the assumptions, there are r, s ∈ O such that

(a′e1 + b′e2)O + πnL0

=
(
(au−1 + rπn)e1 + (bu−1 + sπn)e2

)
O + πnL0

and hence

(a′e1 + b′e2)O + πnL0 = (au−1e1 + bu−1e2)O + πnL0

= (ae1 + be2)O + πnL0 = L .

By Lemma 6.3.7(ii), the lattice classes at distance n from [L0] now
correspond to the set

Tn = {L lattice in K2 | d([L0], [L]) = n, πnL0 ⊆ L ⊆ L0} ,
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and by Lemma 6.3.7(iii) the map

χn : Tn → P1(O/πnO)

: (ae1 + be2)O + πnL0 7→ [a (mod πn), b (mod πn)] .
(6.4)

gives a well-defined map to the projective line P1(O/πnO). By
Lemma 6.3.7(iv), the inverse map [a, b] 7→ (ãe1 + b̃e2)O + πnL0 is
also well-defined, where ã and b̃ are lifts of a, b to O, so χn is a
bijection between Tn and P1(O/πnO).

We can also prove a converse to Lemma 6.3.7(ii):

Lemma 6.3.8. Let L0 = e1O+ e2O be a lattice that is not in [L]. If

L = (ae1 + be2)O + πnL0

with a, b ∈ O and at least one of a, b invertible, then d([L0], [L]) = n.
Furthermore, L is the unique lattice in [L] that can be written in such
a way.

Proof. We immediately see that L ⊆ L0 and πnL0 ⊆ L. If n = 1, it is
clearly minimal with πnL0 ⊆ L, otherwise we would get L0 ⊆ L ⊆ L0

and then L0 ∈ [L], contradicting the assumptions. Hence, if n = 1,
we get d([L0], [L]) = 1.

We can now assume n > 1 and without loss of generality, we assume
a is invertible. Suppose n was not the minimal number for which
πnL0 ⊆ L, then πn−1L0 ⊆ L. Hence πn−1ei ∈ L for i = 1, 2. This
means that there are r, s, t ∈ O such that

πn−1e2 = (ar + πns)e1 + (br + πnt)e2

and hence

ar = −πns and br = πn−1 − πns .

As a is invertible, we get v(r) > n from the first equality. The second
equality gives n−1 = v(br) = v(b)+v(r) > n, a contradiction. Hence
n was minimal to begin with, so d([L0], [L]) = n.

Assume we also have L′ = (a′e1 + b′e2)O + πn
′
L0 ∈ [L]. By the

previous, n′ = d([L0], [L]) = n. Now L is the unique element of [L]
such that πnL0 ⊆ L ⊆ L0, but L′ also satisfies this inclusion. Hence
L = L′.
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As a corollary of these lemmas, we can change the definition of Serre’s
tree to use these specific lattices:

Corollary 6.3.9. Let L0 = e1O + e2O be a lattice. Define the graph
T ′ by

V (T ′) =

{
(ae1 + be2)O + πnL0

∣∣∣∣ n ∈ N, a, b ∈ O
at least one of a, b invertible

}
,

and two vertices L,L′ are adjacent if they can be written as

L = (ae1 + be2)O + πnL0 and L′ = (ae1 + be2)O + πn+1L0 ,

for n ∈ N, and a, b ∈ O with at least one of a, b invertible. Then the
graph T ′ is isomorphic to Serre’s tree T by the map L 7→ [L].

Proof. By Lemma 6.3.7(ii), the map L 7→ [L] is surjective (observe
that L0 = (ae1 + be2)O + π0L0 for any a, b ∈ O). By the final
statement of Lemma 6.3.8, the map is injective.

Take L and L′ in V (T ′). First assume that L and L′ are adjacent in
T ′. Then clearly πL ⊆ L′ ⊆ L and L 6= L′, hence d([L], [L′]) = 1, so
[L] and [L′] are adjacent in T . Conversely, assume [L] and [L′] are
adjacent. Then without loss of generality,

d([L0], [L
′]) = d([L0], [L]) + 1 .

Write d([L0], [L
′]) = n. By Lemma 6.3.8, we can write

L′ = (ae1 + be2)O + πn+1L0 ,

with at least one of a, b ∈ O invertible. We now claim that

L = (ae1 + be2)O + πnL0 = L′ + πnL0 .

By Lemma 6.3.8, d([L0], [L
′ + πnL0]) = n. Furthermore,

π(L′ + πnL0) ⊆ L′ ( L′ + πnL0 ,

so d([L′], [L′ + πnL0]) = 1. As T is a tree, this means that

[L′ + πnL0] = [L] .

Using Lemma 6.3.8 one last time, we get L = L′+πnL0, which means
L and L′ are adjacent in T .
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Let {e1, e2} by the standard basis of K2. We now look at the action of
SL2(K). Clearly if g ∈ SL2(K), g maps a lattice onto a lattice. Also,
(πkL)g = πkLg, so g acts on V (T ). Finally, g preserves inclusion of
lattices, so g preserves d(·, ·), and hence it preserves the tree T . In
short: SL2(K) acts on the tree T . We are interested in the point
stabilizer of this action.

Proposition 6.3.10. Let L0 = e1O + e2O, then

SL2(K)[L0] = SL2(K)L0 = SL2(O) .

Proof. Clearly SL2(O) ⊆ SL2(K)L0 ⊆ SL2(K)[L0]. Next, we assume
g ∈ SL2(K)[L0], i.e. L0g = πkL0 for some k ∈ Z. Let g =

(
a b
c d

)
. As

L0g = πkL0, there is a matrix
(
a′ b′

c′ d′

)
in GL2(O) such that

ae1 + be2 = a′πke1 + b′πke2 and ce1 + de2 = c′πke1 + d′πke2 .

Since det g = 1, we get

0 = v(det g) = v(ad− bc) = 2k + v(a′d′ − b′c′) = 2k ,

so k = 0 and a, b, c, d ∈ O. Hence g ∈ SL2(O).

The induced action of such a point-stabilizer is exactly what will turn
out to be an action of a local Moufang set.

6.3.2 Action on spheres

We now fix L0 = e1O+ e2O and look at the induced action of SL2(O)
on the vertices at some fixed distance n. This action will give rise to
a local Moufang set which will be isomorphic to M(O/πnO).

Theorem 6.3.11. Assume L0 = e1O + e2O. We set

Tn = {L lattice in K2 | d([L0], [L]) = n, πnL0 ⊆ L ⊆ L0}

and define L ∼ L′ ⇐⇒ L+ πL0 = L′ + πL0.

Then the induced action of SL2(O) on (Tn,∼) is isomorphic to the ac-
tion of PSL2(O/πnO) on (P1(O/πnO),∼), where the correspondence
between Tn and P1(O/πnO) is given by χn as defined by (6.4) on
p. 122.
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Proof. The first thing we need to check is if SL2(O) actually acts on
Tn preserving ∼. Let g ∈ SL2(O), then L0g = L0 and g preserves the
distance in the tree T . Hence for any lattice L ∈ Tn and any L′ ∼ L
we get

d([L0g], [Lg]) = n, so d([L0], [Lg]) = n

πnL0g ⊆ Lg ⊆ L0g, so πnL0 ⊆ Lg ⊆ L0

Lg + πL0g = L′g + πL0g, so Lg + πL0 = L′g + πL0 .

This means Lg ∈ Tn and Lg ∼ L′g.

Next, we want to know what the induced action of SL2(O) on Tn is.
We want to determine the kernel of the group action, i.e. we want to
find

N := Ker(SL2(O)→ Sym(Tn,∼)) .

Let g ∈ N and write g =
(
a b
c d

)
. We now have

e1O + πnL0 = (e1O + πnL0)g = (ae1 + be2)O + πnL0 .

By Lemma 6.3.7(iii), there is an invertible u ∈ O such that

a ≡ u (mod πn) and b ∈ πnO .

Similarly

e2O + πnL0 = (e2O + πnL0)g = (ce1 + de2)O + πnL0 ,

from which we get an invertible u′ ∈ O such that c ∈ πnO and
d ≡ u′ (mod πn). Finally we use

(e1 + e2)O + πnL0 = ((e1 + e2)O + πnL0)g

= ((a+ c)e1 + (b+ d)e2)O + πnL0 ,

and find an element u′′ ∈ O such that a + c ≡ u′′ ≡ b + d (mod πn).
Combining these, we get

u ≡ a+ c ≡ b+ d ≡ u′ (mod πn) ,

so g is a matrix which reduces to a scalar matrix modulo πnO. Con-
versely, assume

g =

(
u+ πna′ πnb′

πnc′ u+ πnd′

)
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with a′, b′, c′, d′ ∈ O. If L = (ae1 + be2)O + πnL0 is any lattice in Tn,
we get

Lg =
(
(au+ πnaa′ + πnbc′)e1 + (bu+ πnab′ + πnbd′)e2

)
O + πnL0

= (aue1 + bue2)O + πnL0 = (ae1 + be2)O + πnL0 = L

so g fixes all of Tn. Hence the kernel of the action of SL2(O) on Tn
are those matrices that reduce to scalar matrices modulo πnO. This
means we get an action of PSL2(O/πnO) on Tn by

(
(ae1 + be2)O + πnL0

) [a′ b′

c′ d′

]
=
(
(aa′ + bc′)e1 + (ab′ + bd′)e2

)
O + πnL0 .

(6.5)

Hence the action of
[
a′ b′

c′ d′

]
commutes with χn, so the action of

PSL2(O/πnO) on Tn and P1(O/πnO) is isomorphic.

The last thing we need to check is that χn preserves the equivalence
relation. Let L,L′ ∈ Tn, then L+ πL0 and L′ + πL0 are two lattices
at distance 1 of L0. This means, if χn(L) = [a, b] and χn(L′) = [a′, b′],
then by Lemma 6.3.7(iii), for any lifts ã, b̃, ã′ and b̃′ of a, b, a′ and b′,

L+ πL0 = L′ + πL0

⇐⇒ (ãe1 + b̃e2)O + πL0 = (ã′e1 + b̃′e2)O + πL0

⇐⇒ ∃u ∈ O× : a′ ≡ ua (mod π) and b′ ≡ ub (mod π) .

There are now two cases: if a is invertible, then so is a′ and we get
u ≡ a′a−1 (mod π). In this case

⇐⇒ b′ ≡ a′a−1b (mod π) ⇐⇒ ba−1 − b′a′−1 ∈ πO
⇐⇒ [1, ba−1] ∼ [1, b′a′−1]

In the second case a ∈ πO/πnO, so a′ ≡ ua ≡ 0 (mod π) and we can
always choose u = b′b−1, so we always have L+ πL0 = L′+ πL0. But
in this case, we also always have [ab−1, 1] ∼ [a′b′−1, 1]. We conclude
that in all cases, L ∼ L′ ⇐⇒ χn(L) ∼ χn(L′).
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6.3.3 Action on the boundary

In Theorem 6.3.11, we observed that the action of SL2(O) on Serre’s
tree induces many local Moufang sets, which are also ‘local’ in the
tree, in the sense that these actions are limited to a part of the tree at
a finite distance of a fixed point. We would like to find local Moufang
sets which have a more global action. These will occur by looking at
the action on the ends of the tree.

Definition 6.3.12. Let T be a tree. A ray is a path in T that is
infinite in one direction. In other words, it is a sequence (xi)i =
(x0, x1, . . .) of vertices where xi is adjacent to xi+1 for all i ∈ N. Two
rays are parallel if their intersection is also a ray. An end is a parallel
class of rays. The set of ends of T is the boundary of the tree, which
we denote by ∂T .

To simplify matters, we will identify the boundary with rays starting
in a fixed vertex.

Proposition 6.3.13. Let T be a tree with a vertex x0. Then there is
a correspondence between ∂T and the rays starting in x0.

Proof. Clearly, rays starting in x0 give rise to ends by taking the
parallel classes. If two such rays (xi)i and (x′i)i are parallel, then the
intersection is a ray (xi)i>N for some N . As x0 is in the intersection,
N = 0, so the rays coincide.

Conversely, if we have an end represented by a ray (yi)i, then we can
take N to be such that d(x0, yN ) is minimal. As T is a tree, this N is
unique. We can take the unique path (x0, x1, . . . , xd = yN ) from x0
to yN . The ray

(x0, x1, . . . , xd, yN+1, yN+2, . . .)

is now parallel to (yi)i and starts in x0. Hence any end contains a
unique ray starting in x0.

Now let’s return to Serre’s tree, and determine what the boundary is.
We use the description T ′ of the tree as in Corollary 6.3.9, as well as
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the sets Tn from Theorem 6.3.11. Remark that

Tn = {L ∈ V (T ′) | d([L], [L0]) = n} ,

and if L ∈ Tn, then L + πn−1L0 ∈ Tn−1. This means that the rays
of T ′ are sequences (Li)i ∈

∏
i Ti such that Li = Li+1 + πiL0 for all

i. In other words, using the correspondence of Proposition 6.3.13, we
get

lim←−Ti
∼= ∂T by (Li)i 7→ the parallel class of ([Li])i . (6.6)

We will use this correspondence to identify the ends of the tree with
a projective line.

Proposition 6.3.14. The boundary of T corresponds to P1(Ô).

Proof. We already know that the boundary of T corresponds to lim←−Ti
where

ϕij : Ti → Tj : L 7→ L+ πjL0 .

We will prove that the inverse system (Ti, ϕij) is isomorphic to the
inverse system (P1(O/πiO),P1(ψij)), where ψij : O/πiO → O/πjO is
the natural projection map.

In order to show the isomorphism of these inverse systems, we need
bijections between Ti and P1(O/πiO) for all i. These bijections are
precisely the maps χi as defined in Theorem 6.3.11. What we need
to show is the commutativity of the following squares for all i > j:

Ti Tj

P1(O/πiO) P1(O/πjO)

ϕij

χi χj

P1(ψij)

This can be checked by the definitions of the maps:(
(ae1 + be2)O + πiL0

)
ϕijχj =

(
(ae1 + be2)O + πjL0

)
χj

= [a (mod πj), b (mod πj)](
(ae1 + be2)O + πiL0

)
χiP1(ψij) = [a (mod πi), b (mod πi)]P1(ψij)
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= [ψij(a (mod πi)), ψij(b (mod πi))]

= [a (mod πj), b (mod πj)]

This means that lim←−Ti
∼= lim←−P1(O/πiO). By Theorem 6.1.3, this is

P1(Ô).

Remark that this correspondence is also in [Ser, p. 72], but it is not
made explicit. We can make it explicit with the following maps:

P1(Ô) lim←−Ti ∂T

[a, b]
(
(ãie1 + b̃ie2)O + πiL0

)
i

(Li)i parallel class of ([Li])i

χ

Here ãi ∈ O is such that a ≡ ãi (mod πi) and similarly for b̃i. We
can use this correspondence to look at the action of SL2(O) on the
boundary. Remember that SL2(O) fixes L0, so any g ∈ SL2(O) actu-
ally sends a ray starting in L0 to another such ray. This means that
we can view the action of SL2(O) on ∂T by looking at the action of
SL2(O) on lim←−Ti.

Proposition 6.3.15. Assume O is complete, then the induced action
of SL2(O) on lim←−Ti is isomorphic to that of PSL2(O) on P1(O), with
the correspondence χ.

Proof. We first determine the induced action on lim←−Ti. Let

g ∈ Ker(SL2(O)→ Sym(lim←−Ti)) .

Write g =
(
a b
c d

)
. As g acts trivially, we have

e1O + πiL0 = (e1O + πiL0)g = (ae1 + be2)O + πiL0

for all i. By Lemma 6.3.7(iii), b ∈ πiO for all i ∈ O. This means
v(b) > i for all i ∈ N, so v(b) =∞ and hence b = 0. Similarly,

e2O + πiL0 = (e2O + πiL0)g = (ce1 + de2)O + πiL0

for all i, so c = 0. We now get

(e1 + e2)O + πiL0 =
(
(e1 + e2)O + πiL0

)
g = (ae1 + de2)O + πiL0
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for all i, so there are units ui ∈ O such that a ≡ ui ≡ d (mod πi) for
all i. This means that v(a − d) = 0, so a = d. Hence g is a scalar
matrix. As all scalar matrices in SL2(O) preserve all lattices, we see
that the induced action of SL2(O) on lim←−Ti is that of PSL2(O).

Next, we show the correspondence between the action of PSL2(O) on
lim←−Ti and on P1(O). We know the bijection

χ : P1(O)→ lim←−Ti : [a, b] 7→
(
(ae1 + be2)O + πiL0

)
i
.

If g =
[
a′ b′

c′ d′

]
, we get

[a, b]g = [aa′ + bc′, ab′ + bd′]

and (
(ae1 + be2)O + πiL0

)
i
g

=
(
((ae1 + be2)O + πiL0)g

)
i

=
(
((aa′ + bc′)e1 + (ab′ + bd′)e2)O + πiL0

)
i
.

Hence χ commutes with the action of PSL2(O), so the actions are
isomorphic.

This means that the action of PSL2(O) on lim←−Ti can be given the
structure of a local Moufang set. A precise description is given in the
following theorem:

Theorem 6.3.16. Let T be Serre’s tree and assume O is complete.
Endow lim←−Ti with an equivalence relation by

(Li)i ∼ (L′i)i ⇐⇒ L1 = L′1 .

Then the action of PSL2(O) on (lim←−Ti,∼) gives rise to a local Moufang
set. When we set ∞ = (e2O + πiL0)i and 0 = (e1O + πiL0)i, we can
find the root groups by Construction A using

U =

{[
1 r
0 1

]
∈ PSL2(O)

∣∣∣∣ r ∈ O} τ =

[
0 −1
1 0

]
∈ PSL2(O) .
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Proof. We show that χ preserves ∼. Assume [1, r] ∼ [1, r′] for r, r′ ∈
O. Then r − r′ ∈ πO, so r ≡ r′ (mod π). By Lemma 6.3.7(iv), this
means

(e1 + re2)O + πL0 = (e1 + r′e2)O + πL0 ,

so [1, r]χ ∼ [1, r′]χ. Similarly, we prove that [m, 1] ∼ [m′, 1] implies
[m, 1]χ ∼ [m′, 1]χ for m,m′ ∈ πO. Finally, if m ∈ πO and r ∈ O, we
have

(me1 + e2)O + πL0 6= (e1 + re2)O + πL0 ,

as equality would imply that there is an invertible u ∈ O such that u ≡
m ≡ 0 (mod π), which is impossible. Hence χ preserves equivalence.

The remaining statements now follow from Proposition 6.3.15, using
the description of the isomorphism between the actions.

Finally, we look at the case where O is not complete. We still have
an action of PSL2(O) on lim←−Ti, but it is no longer transitive. This
corresponds to the action of PSL2(O) on P(Ô) not being transitive.
The inclusion P1(O) P1(Ô) gives us a local Moufang subset, of
which the little projective group is PSL2(O). This corresponds to a
subset of the ends of T , on which PSL2(O) acts as a local Moufang
set.

Theorem 6.3.17. Let M be the local Moufang set defined by the
action of PSL2(Ô) on (lim←−Ti,∼) and set

Y :=
{(

(ae1 + be2)O + πiL0

)
i
∈ lim←−Ti

∣∣
a, b ∈ O with one of a, b invertible

}
.

Then Y induces a local Moufang subset of M which is isomorphic to
M(O).

Proof. As in Theorem 6.3.16, we set ∞ = (e2O + πiL0)i and 0 =
(e1O + πiL0)i. We get

V :={u ∈ U∞ | 0u ∈ Y }

=

{[
1 r
0 1

]
∈ PSL2(O)

∣∣∣∣ r ∈ O} ,
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which clearly is a group, hence (S1) holds. Furthermore, for v =
[ 1 r0 1 ] ∈ V and

(
(ae1 + be2)O + πiL0

)
i
∈ Y , we get(

(ae1 + be2)O + πiL0

)
i
v =

(
(ae1 + (ar + b)e2)O + πiL0

)
i
∈ Y ,

so (S2) is satisfied. Remark that τ =
[
0 −1
1 0

]
is a µ-map, as τ = µ[1,1]χ,

and [1, 1]χ ∈ Y . Now(
(ae1 + be2)O + πiL0

)
i
τ =

(
(be1 − ae2)O + πiL0

)
i
∈ Y ,

which shows (S3). Hence M(V, τ) is a local Moufang subset of M, and
by the descriptions of V and τ , it is isomorphic to M(O).



Local Moufang
sets & Jordan pairs7

We construct a local Moufang set M(V ) from any local Jordan pair
V . Next we take a local Moufang set satisfying assumptions (J1-
4), and we construct a local Jordan pair. Finally, we connect these
two constructions and characterize those local Moufang sets that are
isomorphic to M(V ) for some local Jordan pair.

7.1 From local Jordan pairs to local Moufang
sets

7.1.1 Projective space

If we want to construct a local Moufang set from a Jordan pair, we
need a set to act on. The set we will use is the projective space of
a Jordan pair V . This concept was introduced by O. Loos in [Loo2].
The description we use comes from Loos’ more recent article [Loo3].

Definition 7.1.1. Two pairs (x, y), (x′, y′) ∈ V are projectively equiv-
alent if

(x, y − y′) is quasi-invertible and x′ = xy−y
′
.

Using Proposition 1.3.9(iv), this can be shown to be an equivalence
relation, and we will denote the equivalence class of (x, y) by [x, y].
The projective space of V is the set

P(V ) := {[x, y] | (x, y) ∈ V } .

The condition for two pairs to be projectively equivalent is not so easy
to grasp. To simplify matters, we determine some nice representatives
for points of P(V ), when V is a local Jordan pair.

133
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Proposition 7.1.2. Let V be a local Jordan pair with e invertible.
Take any (x, y) ∈ V then at least one of the following occurs:

(I) There is a unique t ∈ V + such that [x, y] = [t, 0].
(II) There is a unique t ∈ V − such that [x, y] = [e, e−1 + t].

If in either of the cases t is non-invertible, then the other case cannot
occur. If t is invertible, we can have

[t, 0] = [e, e−1 − t−1].

Proof. Let (x, y) ∈ V . Assume first that (x, y) is quasi-invertible.
Then we immediately have [x, y] = [xy, 0], so we are in the first case.

So assume now that (x, y) is not quasi-invertible. Then x is invertible
by Proposition 1.3.9(viii). In this case, set t = y − x−1. Now, using
Proposition 1.3.9(iii), we have

[x, y] = [e, e−1 + t]

⇐⇒ (e, e−1 − x−1) is quasi-invertible and ee
−1−x−1

= x

⇐⇒

{
Be,e−1−x−1 is invertible

e− (e−1 − x−1)Qe = xBe,e−1−x−1

⇐⇒

{
Qe−1−(e−1−x−1)Qe is invertible

x−1Qe = xQe−1−(e−1−x−1)Qe

⇐⇒ Qx−1Qe is invertible and x−1Qe = xQx−1Qe

Now e and x are invertible, so Qe and Qx−1 are invertible, and x−1 =
xQx−1 . So indeed, we found a representative for [x, y] of the second
form.

Now assume that [t, 0] = [e, e−1 + s] for some s ∈ V −. Then Be,e−1−s
must be invertible, but Be,e−1−s = QsQe, since e is invertible. Hence
Qs must be invertible, so s must be invertible. In this case

t = ee
−1+s = (e− (e−1 + s)Qe)Q

−1
e Q−1−s

= (e− e− sQe)Q−1e Q−1s = −sQ−1s = −s−1 ,

so t is also invertible. This proves the remaining statements.
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By Proposition 7.1.2, we now have a nice set of representatives for
P(V ) as follows:

P(V ) = {[x, 0] | x ∈ V +} ∪ {[e, e−1 + y] | y ∈ RadV −} . (7.1)

The second subset consists of projective points that are “close” to each
other, in the sense that they only differ by a non-invertible element.
We can define a similar closeness relation on the first subset.

Definition 7.1.3. We define a radical equivalence relation ∼ on P(V )
by

[x, 0] ∼ [x′, 0] ⇐⇒ x− x′ ∈ RadV +

[e, e−1 + y] ∼ [e, e−1 + y′] ⇐⇒ y − y′ ∈ RadV −

[x, 0] 6∼ [e, e−1 + y] if x ∈ RadV + or y ∈ RadV −.

Note that this equivalence is well-defined by Proposition 1.3.9(xii).

Remark 7.1.4. We could have avoided the explicit choice of repre-
sentatives for P(V ) by defining the radical equivalence by

[x, y] ∼ [x′, y′] ⇐⇒
there are (x̂, ŷ) ∈ [x, y] and (x̂′, ŷ′) ∈ [x′, y′]

such that (x̂, ŷ) ≡ (x̂′, ŷ′) (mod RadV ) .

Remark 7.1.5. Observe that [0, 0] 6∼ [e, e−1] 6∼ [e, 0] 6∼ [0, 0], so the
set of equivalence classes P(V ) contains at least 3 classes.

7.1.2 Root groups and µ-maps

We will now construct a local Moufang set using Construction A. To
be more precise, we will use the approach described in Remark 3.2.6
and define two root groups acting on (P(V ),∼).

Definition 7.1.6. For all v ∈ V +:

αv :

{
[x, 0] 7→ [x+ v, 0] for all x ∈ V +

[e, e−1 + y] 7→ [e, e−1 + yv] for all y ∈ RadV −

For all w ∈ V −:

ζw :

{
[x, 0] 7→ [xw, 0] for all x ∈ RadV +

[e, e−1 + y] 7→ [e, e−1 + y + w] for all y ∈ V −
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Before we continue, we have to check that these maps preserve the
radical equivalence.

Proposition 7.1.7. The maps αv and ζw preserve the radical equiv-
alence on P(V ).

Proof. First, [x, 0] ∼ [x′, 0] if and only if x − x′ ∈ RadV +, which is
equivalent to (x+ v)− (x′+ v) ∈ RadV +, so in this case αv preserves
equivalence. If furthermore x ∈ RadV + then [x, 0] ∼ [x′, 0] if and
only if x′ ∈ RadV +. Since x′ ∈ RadV + ⇐⇒ x′w ∈ RadV + and
xw ∈ RadV +, we find that ζw also preserves equivalence in this case.

Similarly, [e, e−1 + y] ∼ [e, e−1 + y′] is equivalent to [e, e−1 + y]ζw ∼
[e, e−1 + y′]ζw and if y ∈ RadV −,

[e, e−1 + y] ∼ [e, e−1 + y′] ⇐⇒ [e, e−1 + y]αv ∼ [e, e−1 + y′]αv .

Finally, assume x ∈ RadV + and y ∈ RadV −, so [x, 0] 6∼ [e, e−1 + y].
Then xw ∈ RadV +, so also [x, 0]ζw 6∼ [e, e−1+y]ζw and yv ∈ RadV −,
so also [x, 0]αv 6∼ [e, e−1 + y]αv. These cover all cases.

We will use the set of all αv to get U∞ and the set of ζw to get U0.
Whatever approach we take now, we will need the µ-maps. More
precisely, we need the action of the µ-maps, which we determine in
the next proposition. The bulk of the computational work of this
section is contained in the proof of this proposition.

Proposition 7.1.8. Let µv = ζv−1αvζv−1 for v ∈ V + invertible.
Then

[e, e−1 + y]µv = [yQv, 0] for y ∈ RadV − ,

[e, e−1 + y]µv = [e, e−1 − y−1Q−1v ] for y ∈ V − \ RadV − ,

[x, 0]µv = [e, e−1 + xQ−1v ] for x ∈ RadV + .

As a consequence, µ2v = 1. Using the other representations, we get

[e, e−1 + y]µv = [yQv, 0] for all y ∈ V −,
[x, 0]µv = [e, e−1 + xQ−1v ] for all x ∈ V +,

[x, 0]µv = [−x−1Qv, 0] for all x ∈ V + \ RadV +.
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Proof. For simplicity, we will set w = v−1 throughout this proof, so
µv = ζwαvζw, wQv = v and vQw = w.

In the first case, we start with [e, e−1 + y] for y ∈ RadV − and we
want to compute [e, e−1 + y]µv.

We first check that y+w is invertible and −(y+w)−1 + v ∈ RadV +.
Since y ∈ RadV − and w is invertible, clearly y + w is invertible.
Secondly, take z ∈ V − arbitrary, then(

−(y + w)−1 + v, z
)
≡
(
−w−1 + v, z

)
≡ (0, z) (mod RadV ) ,

so (−(y+w)−1 +v, z) (mod RadV ) is quasi-invertible, and by Propo-
sition 1.3.9(x) that means (−(y + w)−1 + v, z) is quasi-invertible. As
z was arbitrary, that means −(y + w)−1 + v ∈ RadV +. We now get

[e, e−1 + y]µv = [e, e−1 + y]ζwαvζw = [e, e−1 + y + w]αvζw

= [−(y + w)−1, 0]αvζw = [−(y + w)−1 + v, 0]ζw

= [(−(y + w)−1 + v)w, 0] ,

so we want to prove (−(y + w)−1 + v)w = yQv. We get

(v − (y + w)−1)w = yQv

⇐⇒ (w

(
v−(y+w)−1

)
− w)Q−1w = yQv (by Proposition 1.3.9(v))

⇐⇒ w

(
v−(y+w)−1

)
= y + w

⇐⇒
(
w − (v − (y + w)−1)Qw

)
B−1
w,v−(y+w)−1 = y + w

⇐⇒
(
w − vQw + (y + w)−1Qw)

)(
Qv−(v−(y+w)−1)Qw

)−1
= y + w

(by Proposition 1.3.9(iii))

⇐⇒ (y + w)−1QwQ
−1
w Q−1

(y+w)−1 = y + w

⇐⇒ (y + w)−1Qy+w = y + w ,

which holds, so the identity holds.

In the second case, we start with [e, e−1 + y] for y ∈ V − \ RadV −.
The permutation ζw maps this element to [e, e−1 + y + w]. We now
distinguish two cases according to whether y + w ∈ RadV − or not.
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Assume first that y + w ∈ RadV −; then

[e, e−1 + y]µv = [e, e−1 + y + w]αvζw = [e, e−1 + (y + w)v]ζw

= [e, e−1 + (y + w)v + w] .

We need to check that (y + w)v + w = −y−1Q−1v :

(y + w)v + w = −y−1Q−1v
⇐⇒ (vy+w − v)Q−1v + w = −y−1Q−1v (by Proposition 1.3.9(v))

⇐⇒ vy+w − v + wQv = −y−1

⇐⇒
(
v − (y + w)Qv

)
B−1v,y+w = −y−1

⇐⇒
(
v − (y + w)Qv

)
(Qw−(y+w)Qv)

−1 = −y−1

(by Proposition 1.3.9(iii))

⇐⇒
(
vQ−1v − (y + w)

)
Q−1−y = −y−1

⇐⇒ −yQ−1y = −y−1 ,

which holds, so the identity holds.

Assume now that y + w 6∈ RadV −. If we set x = v − (y + w)−1,
then y = (v − x)−1 − w. If x was not invertible, then we would have
y ≡ 0 (mod RadV ) (using Proposition 1.3.9(xii)), which contradicts
y ∈ V − \ RadV −. Hence v − (y + w)−1 is invertible, so

[e, e−1 + y]µv = [e, e−1 + y + w]αvζw = [−(y + w)−1, 0]αvζw

= [v − (y + w)−1, 0]ζw

= [e, e−1 + ((y + w)−1 − v)−1]ζw

= [e, e−1 + ((y + w)−1 − v)−1 + w]

We want to show ((y + w)−1 − v)−1 + w = −y−1Q−1v .

((y + w)−1 − v)−1 + w = −y−1Qw
⇐⇒ v − (y + w)−1 = (y−1Qw + w)−1

⇐⇒
(
v − (y + w)−1

)
Qy−1Qw+w = y−1Qw + w

Now first observe that

(y + w)Q−1y = (y + w)−1Qy+wQ
−1
y
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= (y + w)−1(Qy,w +Qy +Qw)Q−1y

= (y + w)−1Qy,wQ
−1
y + (y + w)−1 + (y + w)−1QwQ

−1
y

Using (i) and (ii) from Proposition 1.3.9, we get(
v − (y + w)−1

)
Qy−1Qw+w

=
(
v − (y + w)−1

)
(Qy−1Qw,w +Qy−1Qw +Qw)

=
(
v − (y + w)−1

)
(Qy−1Qw,w +QwQ

−1
y Qw +Qw)

= vQy−1Qw,w + vQwQ
−1
y Qw + vQw

− (y + w)−1(Qy−1Qw,w +QwQ
−1
y Qw +Qw)

= vQy−1Qw,w + wQ−1y Qw + w

− (y + w)−1Qy−1Qw,w − (y + w)−1QwQ
−1
y Qw − (y + w)−1Qw

= vQwDw,y−1 + wQ−1y Qw + w

− (y + w)−1Dy−1,wQw − (y + w)−1QwQ
−1
y Qw − (y + w)−1Qw

= w + wDw,y−1 + wQ−1y Qw

− (y + w)−1Dy−1,wQw − (y + w)−1QwQ
−1
y Qw − (y + w)−1Qw

= w + 2y−1Qw + wQ−1y Qw

− (y + w)−1Dy−1,wQw − (y + w)−1QwQ
−1
y Qw − (y + w)−1Qw

= w + y−1Qw +
(
y−1 + wQ−1y − (y + w)−1Dy−1,w

− (y + w)−1QwQ
−1
y − (y + w)−1

)
Qw

= w + y−1Qw +
(
(y + w)Q−1y − (y + w)−1Dy−1,w

− (y + w)−1QwQ
−1
y − (y + w)−1

)
Qw

= w + y−1Qw +
(
(y + w)−1Qy,wQ

−1
y − (y + w)−1Dy−1,w

)
Qw

= w + y−1Qw

This finishes the second case.

In the third case, we start with [x, 0] for x ∈ RadV +. Since x ∈
RadV +, we also have xw ∈ RadV +, so as v is invertible, so is xw + v.
We get

[x, 0]µv = [x, 0]ζwαvζw = [xw, 0]αvζw = [xw + v, 0]ζw

= [e, e−1 − (xw + v)−1]ζw = [e, e−1 − (xw + v)−1 + w] .
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Hence, we want to prove −(xw + v)−1 + w = xQ−1v .

− (xw + v)−1 + w = xQ−1v

⇐⇒ (xw + v)−1 = w − xQ−1v
⇐⇒ xw = (w − xQ−1v )−1 − v

⇐⇒ x =
(
(w − xQ−1v )−1 − v

)−w (using Proposition 1.3.9(iv))

⇐⇒ yQv =
(
(w − y)−1 − v

)−w (set y = xQ−1v )

⇐⇒ yQv′ =
(
v′ − (w′ + y)−1

)w′ (set w = −w′ and v = −v′)

This is precisely the identity we have proven in the first case.

7.1.3 The local Moufang set M(V )

Now we would like to use the permutations we have to construct a
local Moufang set with Construction A from p. 57. Of course, that
requires the conditions for the construction to be satisfied.

Proposition 7.1.9. Let V be a local Jordan pair with invertible el-
ement e ∈ V +. Then U = {αv | v ∈ V +} is a group, and together
with the permutation τ = µe, the conditions (C1), (C1’) and (C2) are
satisfied, with 0 = [0, 0], ∞ = [e, e−1].

Proof. We claim first that α0 = 1. We have [x, 0]α0 = [x, 0] for
all x ∈ V +, and [e, e−1 + y]α0 = [e, e−1 + y0] for all y ∈ RadV −.
Now y0 = (y − 0Qy)B

−1
y,0 = y1, so indeed α0 = 1. Next, we claim

αzαv = αz+v. By definition [x, 0]αzαv = [x, 0]αz+v for all x ∈ V +.
By Proposition 1.3.9(iv), we have

[e, e−1 + y]αzαv = [e, e−1 + (yz)v] = [e, e−1 + yz+v] = [e, e−1 + y]αz+v

for all y ∈ RadV −. Using these two, we get α−1v = α−v, so U is a
group.

The group U fixes [e, e−1], as

0v = (0− vQ0)B
−1
0,v = (0− 0)1 = 0 ,
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hence we choose ∞ := [e, e−1]. Furthermore, by Definition 7.1.3 and
(7.1)

P(V ) \ [e, e−1] = {[x, 0] | x ∈ V +} ,

and αv acts on this set by x 7→ x+v. This action of U on P(V )\[e, e−1]
is the regular representation of (V +,+), and hence a regular action.
This proves (C1).

For x ∈ V σ, denote x for the image of x in the quotient V σ/RadV σ.
Now P(V ) \ {[e, e−1]} has a natural correspondence to

{[x, 0] | x ∈ V +/RadV +} .

The induced action of αv on this set is given by x 7→ x+ v, which
only depends on x. The action of U on

{[x, 0] | x ∈ V +/RadV +}

is the regular representation of (V +/RadV +,+), and hence a regular
action. This shows (C1’).

By Proposition 7.1.8, we have [e, e−1]τ = [0Qe, 0] = [0, 0], which is
not radically equivalent to [e, e−1]. This means we can take 0 := [0, 0].
By the same proposition, [0, 0]τ = [e, e−1 + 0Q−1e ] = [e, e−1], which
proves (C2).

As we can now use Construction A to create M(U, τ), we would like
to use one of the equivalent conditions of Corollary 3.2.5 to prove
we have a local Moufang set. In order to do this, we need to know
how the maps of type αx, γx and µx correspond to the maps we have
already defined. Our notation in Definition 7.1.6 and Proposition 7.1.8
suggests what this correspondence will be, and we make this precise
in Proposition 7.1.10 below.

Proposition 7.1.10. Let V be a local Jordan pair with invertible
element e ∈ V + and let U = {αv | v ∈ V +} and τ = µe. For all
v, t ∈ V + with t invertible, we have αµtv = ζvQ−1

t
. Using this, we get

α[v,0] = αv, γ[v,0] = ζvQ−1
e

and µ[t,0] = µt. Moreover, (−[t, 0])τ =
−([t, 0]τ).
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Proof. We compute the action of αµtv on the points of P(V ) using
Proposition 7.1.8. First, take [e, e−1 + y] with y ∈ V −. We get

[e, e−1 + y]µ−1t αvµt = [yQt, 0]αvµt = [yQt + v, 0]µt

= [e, e−1 + (yQt + v)Q−1t ]

= [e, e−1 + y + vQ−1t ]

= [e, e−1 + y]ζvQ−1
t
.

Next, take x ∈ RadV +, then xQ−1t ∈ RadV −, so

[x, 0]µ−1t αvµt = [e, e−1 + xQ−1t ]αvµt = [e, e−1 + (xQ−1t )v]µt

= [(xQ−1t )vQt, 0] = [xvQ
−1
t , 0]

= [x, 0]ζvQ−1
t
,

where we used Proposition 1.3.9(vi). Hence for all points of P(V ), the
image of ζvQy is equal to that of αµtv , so these permutations are equal.

For the other statements, observe first that α[v,0] = αv since αv is
the unique element of U mapping [0, 0] to [v, 0], and by definition
γ[v,0] = ατ[v,0] = αµev = ζvQ−1

e
. Finally, if t is invertible, we have

(−[t, 0])τ = [−t, 0]τ = [e, e−1 + t−1]τ = [t−1Qe, 0]

and similarly −([t, 0]τ) = [t−1Qe, 0], which shows the last statement.
Using the definition of µ[t,0] in Construction A, we get

µ[t,0] :=γ(−[t,0])τ−1α[t,0]γ−([t,0]τ−1)

=γ[t−1Qe,0]α[t,0]γ[t−1Qe,0]

=ζt−1αtζt−1 = µt .

As we now know what all the maps of Construction A are, we can
use them to show that we have a local Moufang set.

Theorem 7.1.11. Let V be a local Jordan pair with invertible element
e. Set U := {αv | v ∈ V +} and τ = µe, where αv and µe are as in
Definition 7.1.6 and Proposition 7.1.8, respectively. Then M(U, τ) is
a local Moufang set.
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Proof. In Construction A, we have

U0 := U τ = {ζvQ−1
e
| v ∈ V +} = {ζw | w ∈ V −} ,

where the final equality follows from the fact that Qe is invertible.
Now let [t, 0] be an arbitrary unit in P(V ), then µ[t,0] = µt, so

Uµ[t,0] = {αµtv | v ∈ V +} = {ζvQ−1
t
| v ∈ V +}

= {ζw | w ∈ V −} = U0 ,

since t, and hence Qt is invertible. Hence U0 = U
µ[t,0]
∞ for all units [t, 0],

and Construction A gives a local Moufang set by Theorem 3.2.4.

Definition 7.1.12. Let V be a local Jordan pair with invertible
element e. Set U = {αv | v ∈ V +} and τ = µe. We define M(V ) :=
M(U, τ).

7.2 From local Moufang sets to local Jordan
pairs

7.2.1 The construction and basic properties

We now investigate the reverse construction: we try to make a local
Jordan pair starting from a local Moufang set satisfying some addi-
tional assumptions. One obvious necessary assumption is that the
root groups have to be abelian, and by Proposition 7.1.10, we also
know that the local Moufang set has to be special. We will also impose
a restriction to avoid the cases where V/RadV has characteristic 2
or 3. Finally, we will need a linearity assumption.

Notice that for a given Jordan pair V , the Moufang set M(V ) cannot
detect the base ring k over which the Jordan pair was initially defined.
For this reason, the Jordan pair that we will (try to) construct will be
defined over the base ring Z, i.e., it will consist of a pair of Z-modules.

Construction C. Suppose M is a local Moufang set satisfying the
following properties:
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(J1) M is special;
(J2) U∞ is abelian;
(J3) if x is a unit, then so is x · 2 and x · 3.

Then we define two Z-modules as follows:

• V + := X \∞ with x+ z := 0αxαz;
• V − := X \ 0 with y +̃ w :=∞γyτγwτ .

Now we have, for all x, z ∈ V + and units t, (x+z)µt = xµt +̃ zµt, and
similarly for all y, w ∈ V −, (y +̃ w)µt = yµt + wµt. Hence µ-maps
induce group isomorphisms between V + and V −. We now define the
following maps:

µx,z := µx+z − µx − µz : V − → V +

for units x, z ∈ V + such that x+ z is a unit;
(7.2)

µ̃y,w := µy+̃w −̃ µy −̃ µw : V + → V −

for units y, w ∈ V + such that y +̃ w is a unit.
(7.3)

The final assumption we make is the following:

(J4) There are bilinear maps

µ·,· : V
+ × V + → Hom(V −, V +)

µ̃·,· : V
− × V − → Hom(V +, V −)

that extend (7.2) and (7.3).

We now have a pair of Z-modules (V +, V −) and bilinear maps µ·,·
and µ̃·,· which will define a local Jordan pair, as will be shown in
Theorem 7.2.12.

Remark 7.2.1. By (J1-3), τ is an involution, so γyτ is the unique
element of U0 mapping ∞ to y, and hence it does not depend on τ .
In particular, y +̃ w does not depend on the choice of τ .

Remark 7.2.2. If we have a local Moufang set satisfying (J1-4), we
can express µx,z (and similarly µ̃y,w) in terms of µ-maps for any pair
of x, z ∈ V + by the linearity:

µx,z = µx+z − µx − µz x, z and x+ z units;
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µx,z := −µ−x,z x, z units but x+ z not a unit;
µx,z := µx,x+z − µx,x x a unit but z not a unit;
µx,z := µz,x z a unit but x not a unit;
µx,z := µx+e,z − µe,z x, z not units and e an arbitrary unit.

For the remainder of this section, we will always assume that we have
a local Moufang set satisfying (J1-4). We start by showing some basic
identities, which will help to show that the construction gives us a
Jordan pair.

Lemma 7.2.3. In a local Moufang set where (J1-4) holds, we have
the following identities:

(i) tµt,x = −x · 2 for all units t and all x ∈ V +;
(ii) yµt,t = yµt · 2 for all units t and all y ∈ V −;
(iii) µsµs,tµt = µtµs,tµs = µ̃s,t for all units s, t;
(iv) sµtµs,t = −tµs · 2 for all units s, t;
(v) yµx,zτ = yτµ̃xτ,zτ for all x, z ∈ V + and y ∈ V −.

Proof.

(i) First assume t, x are units such that t+ x is also a unit. Then
by Lemma 5.1.3, we have

tµt+x = −x · 2− t+ tµx ,

hence

tµt,x = −x · 2− t+ tµx − tµt − tµx = −x · 2 ,

since tµt = −t. If t + x is not a unit, we can replace x by −x
(as x · 2 is a unit by (J3), t−x = t+x− (x · 2) is a unit) and get

tµt,x = −tµt,−x = −(x · 2) = −x · 2 .

Finally, if x is not a unit, we can take any unit e and get

tµt,x = tµt,x−e + tµt,e = −(x− e) · 2− e · 2 = −x · 2 .
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(ii) We have µt,t = µt·2 − µt · 2. By Proposition 5.2.9(v), we get
yµt·2 = yµt · 4, so

yµt,t = yµt · 4− yµt · 2 = yµt · 2 .

(iii) Assume first that s+ t is also a unit. By Proposition 5.2.4(iii),
we then have µsµs+tµt = µtµs+tµs = µ(sτ+tτ)τ . By the linearity
of τ , we have µ(sτ+tτ)τ = µs+̃t, so we can now use the definitions
of µs,t and µ̃s,t to get

µs(µs,t + µs + µt)µt = µt(µs,t + µs + µt)µs = µ̃s,t +̃ µs +̃ µt ,

so since all µ-maps are involutions,

µsµs,tµt +̃ µt +̃ µs = µtµs,tµs +̃ µt +̃ µs = µ̃s,t +̃ µs +̃ µt ,

hence

µsµs,tµt = µtµs,tµs = µ̃s,t .

If s + t is not a unit, we can replace t by −t and use linearity
the get the result.

(iv) From (i) we know −sµs,t = t · 2. Hence, using (iii), we get

t · 2 = sµsµs,t = sµtµs,tµsµt .

Applying µtµs to both sides, we get

tµtµs · 2 = sµtµs,t and hence sµtµs,t = −tµs · 2 .

(v) Assume first that x, z and x+ z are units. Then we have

yµx,zτ = y(µx+z − µx − µz)τ
= yτ(µ(x+z)τ −̃ µxτ −̃ µzτ )

= yτ(µxτ+̃zτ −̃ µxτ −̃ µzτ )

= yτµ̃xτ,zτ .

By linearity, this identity now holds for all x and z in V +.
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Remark 7.2.4. Since V + and V − play the same role in the construc-
tion (our choice of 0 and∞ could have been reversed), any identity we
have proven will also hold with + and − interchanged. For example,
the identity tµ̃t,y =−̃ y ·̃ 2 also holds for all units t and all y ∈ V −.

In the next two subsections, we will prove the axioms (JP1) and (JP2)
of a Jordan pair. In the process, we will also show the linearizations of
those axioms, so by Proposition 1.3.7(ii), we will then have shown that
we have a Jordan pair, since assumptions (J1-3) imply in particular
that there is no 2-torsion. To prove (JP1) and (JP2), we will first
restrict everything to units.

7.2.2 Proving the axioms for units

We first prove (JP1) by linearizing some of the basic identities we have
shown earlier. The proof is based on ideas from the proof of Theorem
5.11 in [DMS1]. Remark that µ-maps will correspond to the quadratic
maps of the Jordan pair, and µ·,· (and µ̃·,·) will correspond to the
bilinearizations Q·,·. In these terms, (JP1) translates to yQx,zQx =
xQy,zQx, or in the local Moufang set: yµ̃x,zµx = xµy,zµx. Up to
renaming, this is the identity we will prove for units:

Proposition 7.2.5. In a local Moufang set where (J1-4) holds, we
have the following identities:

(i) µr,sµsµr,t+µt,sµsµr = µr,tµsµr,s+µrµsµt,s for all units r, s, t;
(ii) rµsµt,s + tµsµr,s = −sµr,t · 2 for all units r, s, t;
(iii) rµsµt,s = tµ̃r,sµr for all units r, s, t;
(iv) xµ̃zµy ,y = yµx,zµy = zµ̃xµy ,y for all units x, z ∈ V + and all

units y ∈ V −.

Proof.

(i) We start with the first identity of Lemma 7.2.3(iii), conjugating
both sides by µt and then replacing t by r + t · `, for those
` ∈ {1, 2, 3} for which r + t · ` is a unit. Since µr+t·` = µr,t · `+
µr + µt · `2, we get

(µr,s + µt,s · `)µs(µr,t · `+ µr + µt · `2)
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= (µr,t · `+ µr + µt · `2)µs(µr,s + µt,s · `)

and after expanding,

µr,sµsµr + (µr,sµsµr,t + µt,sµsµr) · `
+ (µt,sµsµr,t + µr,sµsµt) · `2 + µt,sµsµt · `3

= µrµsµr,s + (µr,tµsµr,s + µrµsµt,s) · `
+ (µr,tµsµt,s + µtµsµr,s) · `2 + µtµsµt,s · `3

Observe that the constant terms and terms with `3 cancel due
to Lemma 7.2.3(iii), so we have

(µr,sµsµr,t + µt,sµsµr) · `+ (µt,sµsµr,t + µr,sµsµt) · `2

= (µr,tµsµr,s + µrµsµt,s) · `+ (µr,tµsµt,s + µtµsµr,s) · `2 .

Observe now that there are at least two values of ` for which
r+ t · ` is a unit, since t and t · 2 are units and adding a unit to
a non-unit gives a unit. Using those two values, we can deduce
that the coefficients on the left and right hand side of both `
and `2 are equal. This means that

µr,sµsµr,t + µt,sµsµr = µr,tµsµr,s + µrµsµt,s .

(ii) We similarly linearize Lemma 7.2.3(iv), replacing r by r + t if
r + t is a unit (if not, replace r by r − t). We get

(r + t)µsµr+t,s = −sµr+t · 2 ,

so using (J4) and the definition of µr,t,

rµsµr,s + rµsµt,s + tµsµr,s + tµsµt,s

= −sµr,t · 2− sµr · 2− sµt · 2 .

We can now use Lemma 7.2.3(iv) twice to get

rµsµt,s + tµsµr,s = −sµr,t · 2 .

(iii) We apply identity (i) to the element r, and use Lemma 7.2.3 to
get

(−s · 2)µsµr,t + rµt,sµsµr = (−t · 2)µsµr,s + (−r)µsµt,s .
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Using linearity, this yields

sµr,t · 2 + rµt,sµsµr = −tµsµr,s · 2− rµsµt,s ,

and by (ii),

rµt,sµsµr = −tµsµr,s .

We now replace r by rµs and apply µsµr:

rµsµt,sµrµsµsµr = −tµsµrµs,sµsµr
=⇒ rµsµt,s = −tµ̃r,sµsµr
=⇒ rµsµt,s = tµ̃r,sµr .

(iv) By Lemma 7.2.3(iii), we have µ̃r,sµr = µsµr,s, so (iii) becomes

rµsµt,s = tµsµr,s .

We can now plug this in (ii) and use the unique 2-divisibility to
get

rµsµt,s = −sµr,t .

We now apply µs to both sides and use linearity to get

sµr,tµs = −̃rµsµt,sµs = −̃rµ̃tµs,−̃s = rµ̃tµs,s .

After renaming variables, we get the first identity we wanted to
prove. For the second identity, remark that yµx,zµy is symmetric
in x and z, hence

xµ̃zµy ,y = yµx,zµy = zµ̃xµy ,y .

Remark 7.2.6. The technique used in the previous lemma will be
used extensively to linearize many identities which hold when all
unknowns are units. We describe it here in generality: replace an
unknown x by x + x̂ · ` for some unused variable name x̂, and ` ∈
{1, 2, 3, 4}. Next, we can combine several facts to expand the resulting
identity as a polynomial in powers of `:

• the linearity of µ·,· and µ̃·,·;
• the definition of µ·,· to expand µx+x̂·` = µx,x̂ ·`+µx+µx̂·`, which

requires x+ x̂ · ` to be a unit;
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• the identity µx̂·` = µx̂ · `2, which requires x̂ to be a unit.

We assume the highest power of ` occurring is `4. By the identity
we started with, the coefficients of `0 and `4 will always be equal.
If we now find 3 values for which x + x̂ · ` is a unit, we can solve
the Vandermonde system of equations and then we know that the
coefficients of `1, `2 and `3 are also equal.

This technique will be used in many proofs to come, but it does not
necessarily work for any identity in µ·, µ·,· and µ̃·,·. It can be checked
that it does work whenever it is used.

Next, we will prove (JP2) for units. This axiom for Jordan pairs
corresponds to the Triple Shift Formula for Jordan algebras (see
[McC, p. 202]), which can be deduced from the axioms of Jordan
algebras. We will use ideas from [Jac] where such a deduction is
made, and adapt them to the context of local Moufang sets. This
will require many intermediate identities and will also require the
choice of a fixed invertible element of the Jordan-pair-to-be. Hence
we fix a unit e of our local Moufang set, which we will use throughout
the following few lemmas. We begin with two basic consequences of
Proposition 7.2.5.

Lemma 7.2.7. In a local Moufang set where (J1-4) holds, we have
the following identities:

(i) for all units x ∈ V + and y ∈ V −

yµx,e = eµ̃y,xµeµe = −eµyµe,x ;

(ii) xµeµx,e = −eµx · 2 for all units x ∈ V +.

Proof.

(i) We take Proposition 7.2.5(iv), interchange the roles of V + and
V − and replace y by e, x by y and z by xµe. This gives the
first equality. For the second, we use

eµ̃y,xµeµe = eµeµyµe,xµeµe = (−̃e)µyµe,x = −eµyµe,x .

(ii) Setting y = xµe in (i), we get xµeµx,e = −eµx,x = −eµx · 2.
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We start building up some identities that we will use to prove (JP2)
for units.

Lemma 7.2.8. Let M be a local Moufang set satisfying (J1-4). Then
for all units x, z, v ∈ V + and all units y, w ∈ V −, the following
identities hold:

(i) µxµyµz + µzµyµx + µx,zµyµx,z = µyµx,z + µyµx,yµz ;
(ii) µx,eµeµx,e + µeµx,e = µx · 2;
(iii) yµx,wµx,z + yµz,wµx = xµ̃y,wµx,z + zµ̃y,wµx;
(iv) eµz,eµx = xµeµz,x;
(v) eµv,eµx,z = xµeµv,z + zµeµv,x.

Proof.

(i) We start from the identity µxµyµx = µyµx , and linearize y to
y +̃ y′ ·̃ `. Equating the coefficients of ` on both sides yields

µxµy,y′µx = µyµx,y′µx .

Next, we linearize x to x+ z · `, and equate the coefficients of
`2 on both sides of the equality; this gives

µxµy,y′µz + µzµy,y′µx + µx,zµy,y′µx,z

= µyµx,y′µz + µyµz ,y′µx + µyµx,z ,y′µx,z .

We can now set y′ = y and use Lemma 7.2.3(ii) to get

µxµyµz · 2 +µzµyµx · 2 +µx,zµyµx,z · 2 = µyµx,yµz · 2 +µyµx,z · 2 .

The unique 2-divisibility now gives us the desired identity.
(ii) We set y = z = e in (i) and get

µxµeµe + µeµeµx + µx,eµeµx,e = µeµx,e + µeµx,eµe ,

which reduces to

µx · 2 + µx,eµeµx,e = µ−x·2 + µeµx,−e

and by µ−x·2 = µx · 4 and linearity, we get

µx · 2 + µx,eµeµx,e = µx · 4− µeµx,e ,

so after rearranging we get the identity we wanted to prove.



152 Chapter 7. Local Moufang sets & Jordan pairs

(iii) Starting from the first equality of Proposition 7.2.5(iv), we in-
terchange the roles of V + and V − and rename some variables
to get yµwµx,x = xµ̃y,wµx. Next, we linearize x to x+ z · `; the
coefficients of `1 give the desired equality.

(iv) Set x = e and w = zµe in (iii) to get

yµe,zµeµe,z + yµz,z = eµ̃y,zµeµe,z + zµ̃y,zµeµe .

By Lemma 7.2.7(ii), zµeµe,z = −eµz ·2, so the previous identity
becomes

− yµe,eµz · 2 + yµz · 2 = eµ̃y,zµeµe,z + zµeµyµe,z . (7.4)

Next, we take identity (ii), replace x by z, and apply it to y.
This gives

yµz,eµeµz,e + yµeµz ,e = yµz · 2 ,

which we can combine with (7.4) to

−yµe,eµz + yµz,eµeµz,e = eµ̃y,zµeµe,z + zµeµyµe,z .

By Lemma 7.2.7(i), we have

yµz,e = eµ̃y,zµeµe ,

so
yµz,eµeµz,e = eµ̃y,zµeµe,z .

From this, we get

−yµe,eµz = zµeµyµe,z .

Again by Lemma 7.2.7(i), we have

−yµe,eµz = −(−eµyµe,eµz) = eµyµe,eµz .

Combining these last two identities, replacing z by x and y by
zµe gives the desired identity.

(v) We linearize x to x+ v · ` in (iv), take the coefficients in `1 and
interchange z and v to get the desired identity.
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We are now ready to prove (JP2) for units. Our starting point is
an identity which is symmetric in two unknowns on one side of the
equality sign, and hence must also be symmetric in those unknowns
on the other side. For clarity in the notation, we will occasionally
replace µ·,· by µ(·, ·).

Proposition 7.2.9. In a local Moufang set where (J1-4) holds, we
have the following identities:

(i) eµ(zµeµx, z) = eµ(xµeµz, x) for all units x, z ∈ V +;
(ii) for all units x, z ∈ V + and any v ∈ V +

eµ(zµeµx,v, z) = eµ(xµeµz, v) + eµ(vµeµz, x) ;

(iii) for all units x, z, v ∈ V +

eµ(xµeµz, xµeµv,e) + eµ(xµeµv,eµeµz, x)

= eµz,vµeµxµeµz,e + eµ(zµeµx, v)µeµz,e ;

(iv) for all units x, z, v ∈ V +

vµeµ(zµeµx, z)− vµeµ(xµeµz, x)

= eµ(xµeµz, xµeµv,e)− eµ(zµeµx, v)µeµz,e ;

(v) xµyµx,z = yµyµx,z for all units x, z ∈ V + and all units y ∈
V −.

Proof.

(i) We start with Proposition 7.2.5(iv), where we interchange the
roles of V + and V −, set x = e and rename the other variables
variables:

eµyµz ,z = zµ̃e,yµz .

Linearizing z to z + x · ` and taking the coefficients of `2 gives
us

eµyµx,z ,x + eµyµx,z = xµ̃e,yµx,z + zµ̃e,yµx .

Substituting zµe for y, we get

eµ(zµeµx,z, x) + eµ(zµeµx, z) = xµ̃e,zµeµx,z + zµ̃e,zµeµx .
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We want to show that eµ(zµeµx, z) is symmetric in x and z, i.e.
we need to show that the remaining terms are symmetric in x
and z. By Proposition 7.2.5(iv),

xµ̃e,zµeµx,z = eµx,zµeµx,z ,

so this term is symmetric. Hence it remains to show that
zµ̃e,zµeµx − eµ(zµeµx,z, x) is symmetric. We have

zµ̃e,zµeµx − eµ(zµeµx,z, x)

= eµz,zµeµx − eµ(eµx,eµz , x)

= eµzµeµx · 2− eµ(eµx,eµz , x)

by Proposition 7.2.5(iv) and Lemma 7.2.8(iv). By Lemma 7.2.8(
ii) applied to eµzµe, this is

= eµzµeµx,eµeµx,e + eµzµeµeµx,e − eµ(eµx,eµz , x)

= eµzµeµx,eµeµx,e − eµeµz ,eµx − eµ(eµx,eµz , x) ,

by Lemma 7.2.7(i). The term eµeµz ,eµx is again symmetric in x
and z, so it is sufficient to prove that the remaining difference is
symmetric. We will, in fact, show that this expression is always
0 by using Lemma 7.2.7(i) twice:

eµzµeµx,eµeµx,e = −eµ(eµzµeµx,e, x)

= −eµ(−eµeµz ,x, x) = eµ(eµx,eµz , x) .

Putting everything together, we get

eµ(zµeµx, z) = eµx,zµeµx,z − eµeµz ,eµx ,

which is symmetric in x and z, hence we must have

eµ(zµeµx, z) = eµ(xµeµz, x) .

(ii) Linearize x to x+ v · ` in (i) and take the coefficients of `1. This
shows the desired identity for any unit v ∈ V +. If v is not a
unit, add the identity for v − e and e (both units) and use the
linearity in v to get the identity for v.
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(iii) Start with Lemma 7.2.8(iii) and set z = e, v = vµe and y = zµe:

zµeµ(x, vµeµx,e) + zµeµ(e, vµeµx)

= xµ̃zµe,vµeµx,e + eµ̃zµe,vµeµx .

Using Lemma 7.2.7(i) twice, we get

zµeµ(x, vµeµx,e)

= xµ̃zµe,vµeµx,e + eµ̃zµe,vµeµx − zµeµ(e, vµeµx)

= xµeµz,vµeµx,e − eµz,vµeµx − zµeµ(vµeµx, e)

= −eµ(xµeµz,v, x)− eµz,vµeµx + eµ(z, vµeµx) ,

and by (ii) with x and z interchanged, this becomes

= −eµz,vµeµx − eµ(zµeµx, v) .

Next, we apply µeµz,e to this identity, and we use vµeµx,e =
xµeµv,e, a consequence of Proposition 7.2.5(iv):

eµz,vµeµxµeµz,e + eµ(zµeµx, v)µeµz,e

= −zµeµ(x, xµeµv,e)µeµz,e

= eµ(z, zµeµ(x, xµeµv,e)) .

Finally, take (ii) and set v = xµeµv,e (this need not be a unit,
but we have shown this identity for non-units as well). This
gives

eµ(zµeµ(x, xµeµv,e), z)

= eµ(xµeµz, xµeµv,e) + eµ(xµeµv,eµeµz, x) ,

hence

eµ(xµeµz, xµeµv,e) + eµ(xµeµv,eµeµz, x)

= eµz,vµeµxµeµz,e + eµ(zµeµx, v)µeµz,e .

(iv) Set z = e and y = zµe in Lemma 7.2.8(i). This gives

µeµxµeµzµe + µeµzµeµxµe + µx,eµeµzµeµx,e

= µ(zµeµx,e) + µ(zµeµx, z) .
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We take the difference of this identity with the same identity,
but interchanging x and z. Using zµeµx,e = xµeµz,e, we get

µx,eµeµzµeµx,e − µz,eµeµxµeµz,e = µ(zµeµx, z)− µ(xµeµz, x) ,

which we apply to vµe:

vµeµx,eµeµzµeµx,e − vµeµz,eµeµxµeµz,e
= vµeµ(zµeµx, z)− vµeµ(xµeµz, x) .

We repeatedly use Lemma 7.2.7(i) to get

vµeµ(zµeµx, z)− vµeµ(xµeµz, x)

= vµeµx,eµeµzµeµx,e − vµeµz,eµeµxµeµz,e
= xµeµv,eµeµzµeµx,e + eµv,zµeµxµeµz,e

= −eµ(x, xµeµv,eµeµz) + eµv,zµeµxµeµz,e

= eµ(xµeµz, xµeµv,e)− eµ(zµeµx, v)µeµz,e

= −eµ(xµeµz, eµx,v) + eµ(z, eµ(zµeµx, v))

in which the second last step follows from (iii).
(v) Set z = v and v = xµeµz in Lemma 7.2.8(v) to get

eµ(xµeµz, eµx,v)− vµeµ(xµeµz, x) = xµeµ(xµeµz, v) .

Combining this with (iv) gives

xµeµ(xµeµz, v) = eµ(z, eµ(zµeµx, v))− vµeµ(zµeµx, z) .

Next, we substitute zµeµx for z, z for v and v for x in identity
(v) of Lemma 7.2.8 to get

eµ(z, eµ(zµeµx, v))− vµeµ(zµeµx, z) = zµeµxµeµz,v .

Combining these last two identities gives us

zµeµxµeµz,v = xµeµ(xµeµz, v) .

Substituting xµe for y, x for z and z for v turns this into

xµyµx,z = yµyµx,z ,

which is the identity we wanted.
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7.2.3 The construction gives a Jordan pair

We can now prove (JP1) and (JP2) by linearizing their counterparts
for units. We will henceforth use the notation {· · ·} from Jordan pairs
to denote the triple product, i.e. {x y z} := yµx,z and {y xw} := xµ̃y,w.
We remind the reader that these triple products are linear in all their
arguments.

Proposition 7.2.10. In a local Moufang set where (J1-4) holds, we
have the following identities:

(i) for all units y, w ∈ V − and all units x, z ∈ V +

{x y wµx,z}+ {z y wµx} = {y xw}µx,z + {y z w}µx ;

(ii) for all y, w ∈ V − and all x, z, v ∈ V +

{x y wµv,z}+ {v y wµx,z}+ {z y wµx,v}
= {y xw}µv,z + {y v w}µx,z + {y z w}µx,v

(iii) {x y wµx,x} = {y xw}µx,x for all y, w ∈ V − and x ∈ V +.

Proof.

(i) After renaming, {x y wµx} = {y xw}µx follows from Proposi-
tion 7.2.5(iv). We linearize x to x + z · ` in this identity, and
the equality of the coefficients of `1 is then the desired identity.

(ii) We linearize x to x + v · ` in (i) and take the coefficients of `1

to get the identity we want for units, i.e.

{x y wµv,z}+ {v y wµx,z}+ {z y wµx,v}
= {y xw}µv,z + {y v w}µx,z + {y z w}µx,v

holds for all units x, z, v ∈ V − and all units y, w ∈ V +. We
now claim that the variables do not need to be units. If any
of the variables X is not a unit, take any unit e and write
X = (X − e) + e (or X = (X −̃ e) +̃ e if the variable is in V −).
The required identity then follows, using the linearity in X, and
the fact that the identity holds for the units X−e and e. Hence
the identity holds for any x, z, v ∈ V − and y, w ∈ V +.
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(iii) We take x = z = v in (ii), and hence get

{x y wµx,x} · 3 = {y xw}µx,x · 3

for any x ∈ V − and y, w ∈ V +. By the unique 3-divisibility, we
get the desired identity.

Proposition 7.2.11. In a local Moufang set where (J1-4) holds, we
have the following identities:

(i) for all units x, z, v ∈ V + and any unit y ∈ V −

{v xµy z}+ {x vµy z} = {yµx,v y z} ;

(ii) for all x, z, v ∈ V + and all y, w ∈ V −

{v xµy,w z}+ {x vµy,w z}
= {yµx,v w z}+ {wµx,v y z} ;

(iii) {xxµy,y z} = {yµx,x y z} for all x, z ∈ V + and y ∈ V +.

Proof.

(i) Using the definition of the triple product, we can rewrite Propo-
sition 7.2.9(v) as {xxµy z} = {yµx y z} for all units x, z ∈ V +

and all units y ∈ V −. We linearize x to x + v · ` and take
coefficients of `1 to get the desired identity.

(ii) We linearize y to y +̃ w ·̃ ` and take the coefficients of `1 to get
the required identity for units, i.e.

{v xµy,w z}+ {x vµy,w z} = {yµx,v w z}+ {wµx,v y z}

holds for all units x, z, v ∈ V + and all units y, w ∈ V −. As in
the proof of Proposition 7.2.10(ii), we can use linearity to prove
this identity for all x, z, v ∈ V + and y, w ∈ V −.

(iii) In (ii), set v = x and w = y to get

{xxµy,y z} · 2 = {yµx,x y z} · 2

for any x, z ∈ V + and any y ∈ V −. By the unique 2-divisibility,
we get the desired identity.
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Using these linearizations, we can immediately show that we have a
Jordan pair.

Theorem 7.2.12. Let M be a local Moufang set satisfying (J1-4).
Then Construction C gives a Jordan pair (V +, V −) with

Q+
x = µx,x ·

1

2
for all x ∈ V + and Q−y = µ̃y,y ·̃

1

2
for all y ∈ V −.

Furthermore, the non-invertible elements form a proper ideal

I = (I+, I−) = (0,∞) ,

so V is a local Jordan pair with RadV = I. Moreover, V + is uniquely
2- and 3-divisible.

Proof. By (J2), both V + and V − are Z-modules, and by the fact
that µ-maps are morphisms between the (abelian) groups V + and
V −, the maps Q+

x and Q−y are homomorphisms. By (J4), the map
x 7→ µx,x is quadratic in x and y 7→ µ̃y,y is quadratic in y. By
the Proposition 7.2.10 and Proposition 7.2.11 (which also hold when
interchanging + and −), (JP1) and (JP2) hold, along with their
linearizations, so by Proposition 1.3.7(ii), (V +, V −) is a Jordan pair.

Next, we want to prove the Jordan pair is local. We first claim that
if x ∈ V σ is a unit, then it is invertible in the Jordan pair. For such
x, we have Qσx = µx, which is an involution and hence invertible with
x−1 = xµx = −x. Next, we show that I is an ideal. If x ∈ Iσ, we
have xµz ∈ I−σ for any unit z. For any y ∈ V −σ the element xQy
is a linear combination of such xµz by Remark 7.2.2, so xQy ∈ I−σ.
Next, if x ∈ Iσ and y ∈ V −σ \ I−σ, we have

yQx = {xyx} = {y x xµy}µy ∈ I−σ ,

again because this is a linear combination of xµz ∈ I−σ. Here we
used the fact that y is a unit (so µy is invertible) together with
(JP1). Finally, if x ∈ Iσ, y ∈ V −σ \ I−σ and z ∈ V σ, we have
{xyz} = {y x zµy}µy ∈ Iσ. Hence I is a (proper) ideal. In particular,
I does not contain any invertible elements. As all elements of V \ I
are invertible, I is precisely the set of non-invertible elements; we
conclude that V is a local Jordan pair and I = RadV . The fact
that V + is uniquely 2- and 3-divisible is a consequence of (J3), using
(J1-2).
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7.3 There and back again

7.3.1 The Jordan pair from M(V )

In Section 7.1 we described a way to create a local Moufang set
M(V ) from a local Jordan pair V , while Section 7.2 contains a way
to construct local Jordan pairs from certain local Moufang sets. We
want to investigate how these two constructions interact.

Suppose first that we start with a local Jordan pair V and apply
Theorem 7.1.11 to obtain a local Moufang set M(V ). It is natural
to ask whether we can apply Theorem 7.2.12 to M(V ) in order to
retrieve the local Jordan pair V . We begin by verifying that the
conditions required to apply this theorem are indeed satisfied.

Proposition 7.3.1. Let V = (V +, V −) be a local Jordan pair such
that V + is uniquely 2- and 3-divisible. Then M(V ) satisfies the con-
ditions (J1-4) from Construction C.

Proof. By the definition of M(V ) we have [x, 0]α[v,0] = [x+ v, 0], so

U∞ = {αx | x ∈ P(V ) \∞} ∼= V + .

Hence U∞ is abelian and by Proposition 7.1.10, M(V ) is special. Next,
if [x, 0] is a unit, then x is invertible, which means Qx is invertible.
As Q2x = Qx · 4 and Q3x = Qx · 9, we also have 2x and 3x invertible,
so [2x, 0] and [3x, 0] are also units. This means (J1-3) are satisfied.

To show (J4), we compute µx,x′ for units x = [v, 0] and x′ = [v′, 0]
such that x + x′ is also a unit. By Proposition 7.1.10, we have
µx,x′ = µv+v′ − µv − µv′ . If we apply this to any [e, e−1 + y], we get

[e, e−1 + y](µv+v′ − µv − µv′) = [yQv+v′ , 0]− [yQv, 0]− [yQv′ , 0]

= [yQv,v′ , 0] .

Therefore, we can define µx,x′ for arbitrary x and x′ by

[e, e−1 + y]µx,x′ := [yQv,v′ , 0] .



7.3. There and back again 161

As (x, x′) 7→ Qv,v′ is bilinear, so is the map (x, x′) 7→ µx,x′ . A similar
argument shows that we can define

[x, 0]µ̃[e,e−1+w],[e,e−1+w′] := [e, e−1 + xQw,w′ ]

for arbitrary y = [e, e−1 +w] and y′ = [e, e−1 +w′], and that the map
(y, y′) 7→ µ̃y,y′ is bilinear. Hence (J4) holds.

We now know that we can apply Theorem 7.2.12 on M(V ), so we can
compare the resulting local Jordan pair to the original local Jordan
pair V .

Theorem 7.3.2. Let V = (V +, V −) be a local Jordan pair with
quadratic maps Q such that V + is uniquely 2- and 3-divisible. Denote
the local Jordan pair we get from applying Theorem 7.2.12 to M(V )
by W = (W+,W−). Then V ∼= W .

Proof. Denote the quadratic maps of the Jordan pair W by U . By
construction, W+ = {[x, 0] | x ∈ V +} and W− = {[e, e−1 + y] | y ∈
V −}. We compute the addition on W :

[x, 0] + [x′, 0] = [0, 0]αvαv′ = [v + v′, 0]

[e, e−1 + y] +̃ [e, e−1 + y′] = [e, e−1]γ[e,e−1+y]τγ[e,e−1+y′]τ

= [e, e−1]γ[yQe,0]γ[y′Qe,0]

= [e, e−1]ζyζy′ = [e, e−1 + y + y′] ,

where we used Definition 7.1.6 and Proposition 7.1.10. A second ingre-
dient we will need, is the actions of the µ-maps. By Proposition 7.1.10
we have µ[x,0] = µx for all invertible x ∈ V +. By Proposition 7.1.8
this means [e, e−1 + y]µ[x,0] = [yQx, 0]. Similarly, for all invertible
y ∈ V −, µ[e,e−1+y] = µ[−y−1,0] = µ−y−1 , so

[x, 0]µ[e,e−1+y] = [e, e−1 + xQ−1−y−1 ] = [e, e−1 + xQy] .

We are now ready to define an isomorphism between V and W :

h+ : W+ → V + : [x, 0] 7→ x h− : W− → V − : [e, e−1 + y] 7→ y .

What remains to be proven is the linearity of these maps, and the fact
that they preserve the quadratic maps of the Jordan pairs. Linearity
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is immediate from our computation of the addition on W . Next, take
any [x, 0] ∈W+ and [e, e−1 + y] ∈W−. If [x, 0] is a unit, we have

h+([e, e−1 + y]U+
[x,0]) = h+([e, e−1 + y]µ[x,0]) = yQx

= h−([e, e−1 + y])Q+
h+([x,0]) .

If [x, 0] is not a unit, we get

h+([e, e−1 + y]U+
[x,0])

= h+([e, e−1 + y]µ[x,0],[x,0] · 12)

= h+([e, e−1 + y](µ[e+x,0] · 2− µ[2e+x,0] + µ[e,0] · 2))

= h+([e, e−1 + y](µe+x · 2− µ2e+x + µe · 2))

= h+([yQ+
e+x · 2− yQ+

2e+x + yQ+
e · 2, 0])

= y(Q+
e,x +Q+

e +Q+
x ) · 2

− y(Q+
e,x · 2 +Q+

x +Q+
e · 4) + yQ+

e · 2
= yQ+

x = h−([e, e−1 + y])Q+
h+([x,0]) .

Similarly, we get

h−([x, 0]U−
[e,e−1+y]

) = h−([x, 0]µ[e,e−1+y]) = xQ−y

= h+([x, 0])Q−
h−([e,e−1+y])

for [e, e−1 + y] a unit, and otherwise

h−([x, 0]U−
[e,e−1+y]

) = h−([x, 0]µ̃[e,e−1+y],[e,e−1+y] ·̃ 12)

= h−([x, 0](µ[e,e−1+e−1+y] ·̃ 2
−̃ µ[e,e−1+2e−1+y] +̃ µ[e,e−1+e−1] ·̃ 2))

= h−([xQ−
e−1+y

· 2− xQ−
2e−1+y

+ xQ−
e−1 · 2])

= xQ−
e−1+y

· 2− xQ−
2e−1+y

+ xQ−
e−1 · 2

= xQ−y = h+([x, 0])Q−
h−([e,e−1+y])

.

Hence (h+, h−) is a homomorphism from W to V , and since it is a
bijection, it is also an isomorphism.

Corollary 7.3.3. If V and W are local Jordan pairs and M(V ) ∼=
M(W ), then V ∼= W .
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7.3.2 Characterizing M(V )

Conversely, suppose now that we start with a local Moufang set
M to which we apply Theorem 7.2.12 to get a local Jordan pair
V , and consider the local Moufang set M(V ) obtained from V by
Theorem 7.1.11; it is now natural to ask whether M ∼= M(V ). We will
be able to give a positive answer to this question provided that we
impose an additional assumption determining the action of U on ∞.

Theorem 7.3.4. Let M be a local Moufang set satisfying (J1-4), and
let V be the local Jordan pair obtained from M by applying Theo-
rem 7.2.12. Assume that

tαx −̃ xµ̃t,tαx +̃ tαxµx,xµ̃t,t ·̃ 14 = t −̃ xµ̃t,t ·̃ 12
for all t ∼ ∞ and x 6∼ ∞ .

(∗)

Then M ∼= M(V ).

Proof. To avoid confusion, we will denote the set with equivalence of
the local Moufang set M by (X,∼), and the corresponding root group
U∞ by U . Recall that M(V ) acts on the set P(V ); we will denote
the root group U[0,0] by U ′. To prove that M ∼= M(V ), we need
an equivalence-preserving bijection ϕ : X → P(V ), an isomorphism
θ : U → U ′ and a µ-map in each local Moufang set, which we will
denote by τ and τ ′, respectively, such that the action of U and τ on X
are permutationally equivalent with the action of U ′ and τ ′ on P(V ).

Let e be a unit in X; then by (7.1) and Theorem 7.2.12 we can
describe P(V ) as

P(V ) = {[t, 0] | t 6∼ ∞} ∪ {[e, e−1 + t] | t ∼ ∞} .

We define

ϕ : X → P(V ) : t 7→

{
[t, 0] if t ∈ X \∞,
[e, e−1 + t] if t ∈ ∞.

We check that this bijection preserves the equivalence, using Defini-
tion 7.1.3. First, if x, x′ 6∼ ∞, we have

x ∼ x′ ⇐⇒ x− x′ ∼ 0 ⇐⇒ x− x′ ∈ RadV +
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⇐⇒ [x, 0] ∼ [x′, 0] ⇐⇒ xϕ ∼ x′ϕ .

Second, if y ∼ y′ ∼ ∞, then y, y′ ∈ RadV −, so

yϕ = [e, e−1 + y] ∼ [e, e−1 + y′] = y′ϕ .

Finally, if x 6∼ ∞ and y ∼ ∞ (or vice-versa) then [x, 0] 6∼ [e, e−1 + y].

Next, we set τ = µe and τ ′ = µ[e,0]. Then

tτϕ = tµeϕ =

{
[tµe, 0] if t 6∼ 0,

[e, e−1 + tµe] if t ∼ 0;

tϕτ ′ =


[t, 0]µ[e,0] = [e, e−1 + tQ−1e ] if t ∼ 0,

[t, 0]µ[e,0] = [−t−1Qe, 0] if t is a unit,
[e, e−1 + t]µ[e,0] = [tQe, 0] if t ∼ ∞.

Observe that Qe = µe,e · 12 = µe, so Q−1e = µ−1e = µe, and that
t−1 = tµt = −t if t is a unit. Hence, in all cases, tτϕ = tϕτ ′.

We now define

θ : U → U ′ : αx 7→ α[x,0] for all x 6∼ ∞.

This is clearly a group isomorphism. It only remains to verify that
tαxϕ = xϕθ(αx). If t 6∼ ∞, we have

tαxϕ = (t+ x)ϕ = [t+ x, 0] = [t, 0]α[x,0] = tϕθ(αx) ,

so the only case left to consider is when t ∼ ∞. By (∗), we have

tαx −̃ xµ̃t,tαx +̃ tαxµx,xµ̃t,t ·̃ 14 = t −̃ xµ̃t,t ·̃ 12
=⇒ tαx −̃ tαxDt,x +̃ tαxQxQt = t −̃ xQt
=⇒ tαx(1 −̃ Dt,x +̃ QxQt) = t −̃ xQt .

Now observe that (t, x) is quasi-invertible because V is a local Jordan
pair and t ∈ RadV −; hence 1 −̃ Dt,x +̃ QxQt is invertible and

tαx = (t −̃ xQt)(1 −̃ Dt,x +̃ QxQt)
−1 = tx .

We conclude that also in this case,

tαxϕ = txϕ = [tx, 0] = [t, 0]α[x,0] = tϕθ(αx) .

Hence we have shown that M and M(V ) are isomorphic.
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Remark 7.3.5. As can be observed in the proof, the extra condi-
tion (∗) is a translation of the original definition of αx in M(V ):
[e, e−1 + t]αx = [e, e−1 + tx]. It is at this point unclear to us whether
this assumption is strictly necessary. It seems likely that there is a
connection with the extra assumption needed in Theorem 6.2.10, but
we have not been able to verify this.





Hermitian local
Moufang sets8

Our final examples are the Hermitian local Moufang sets, which are
also our first examples which do not have abelian root groups. We first
introduce orthogonal local Moufang sets, as these are a specific class
of Hermitian local Moufang sets with a simpler description. Next, we
define the underlying set and root groups of Hermitian local Moufang
sets, and we prove that we indeed get local Moufang sets.

8.1 Orthogonal local Moufang sets

8.1.1 A set to act on

In this section, we assume R is a local ring with maximal ideal m.

Definition 8.1.1. Let W be a right R-module. A map q : W → R is
a quadratic form if

(Q1) q(xr) = q(x)r2 for all x ∈W and r ∈ R;
(Q2) f(x, y) := q(x+ y)− q(x)− q(y) is bilinear.

A quadratic form is anisotropic if

(Q3) q(x) ∈ m =⇒ x ∈Wm for all x ∈W .

Assume we have an anisotropic quadratic form on a right R-module
W , then we can define

W̃ := R×W ×R q̃ : W̃ → R : (r, x, s) 7→ q(x)− rs .

This is also a quadratic form (but not an anisotropic one).

167
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We can now take the triples (r, x, s) up to invertible scalar multiple

[r, x, s] := {(rt, xt, st) ∈ W̃ | t ∈ R \m} ,

which, if we restrict to nice triples, gives a projective space:

P(W ) := {[r, x, s] | (r, x, s) ∈W, rR+ sR = R} .

In this projective space, we can now look at the isotropic points of
the form q̃:

Q(W, q) := {[r, x, s] ∈ P(W ) | q̃(r, x, s) = 0} .

Observe that the assumption rR+ sR = R implies that at least one
of r and s is invertible, hence we get

Q(W, q) = {[1, x, q(x)] | x ∈W} ∪ {[q(x), x, 1] | x ∈Wm} .

Lastly, we can define an equivalence relation on Q(W, q) by saying two
points are equivalent if they reduce to the same point if we quotient
out m:

[1, x, r] ∼ [1, y, s] ⇐⇒ x− y ∈Wm

[r, x, 1] ∼ [s, y, 1] ⇐⇒ x− y ∈Wm

[r, x, s] 6∼ [r′, y, s′] otherwise.

8.1.2 A local Moufang set

We can now define equivalence-preserving permutations of Q(W, q) to
construct our local Moufang set. We define α[1,x,r], ζ[r,x,1] and τ by

[1, y, s]α[1,x,r] := [1, y + x, s+ r + f(x, y)]

[s, y, 1]α[1,x,r] :=

[
s

1 + rs+ f(x, y)
,

y + xs

1 + rs+ f(x, y)
, 1

]
for y ∈Wm

[1, y, s]ζ[r,x,1] :=

[
1,

y + xs

1 + rs+ f(x, y)
,

s

1 + rs+ f(x, y)

]
for y ∈Wm

[s, y, 1]ζ[r,x,1] := [s+ r + f(x, y), y + x, 1]
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[r, x, s]τ := [s, x, r]

One can verify that all these permutations are in Sym
(
Q(W, q),∼

)
.

We now set U = {α[1,x,r] | x ∈W}, and we consider the construction
M(U, τ). It is easy to verify (C1) and (C1’). Furthermore, U fixes
[0, 0, 1] =:∞, [0, 0, 1]τ = [1, 0, 0] =: 0, and 0τ =∞ so (C2) also holds.

It is now possible to compute the following:

γ[1,x,r] = ατ[1,x,r] = ζ[r,x,1]

µ[1,x,r] = ζ[r−1,−xr−1,1]α[1,x,r]ζ[r−1,−xr−1,1] for x ∈W \Wm

[1, y, s]µ[1,x,r] =

[
s

r2
,
(
y − xf(x, y)

r

)1

r
, 1

]
for x ∈W \Wm

[s, y, 1]µ[1,x,r] =

[
1,
(
y − xf(x, y)

r

)
r, r2s

]
for x ∈W \Wm

α
µ[1,x,r]
[1,y,s] = ζ[1,y,s]µ[1,x,r] for x ∈W \Wm

Now, by the construction,

U0 := {γ[1,x,r] | x ∈W} = {ζ[r,x,1] | x ∈W} ,

and hence

Uµ[1,x,r] = {αµ[1,x,r][1,y,s] | y ∈W} = {ζ[1,y,s]µ[1,x,r] | y ∈W}

= {ζ[1,y,s] | y ∈W} = U0

for all x ∈ W \Wm. Hence this construction gives a local Moufang
set by Theorem 3.2.4 and Lemma 3.2.2.

Definition 8.1.2. An orthogonal local Moufang set is a local Moufang
set originating from an anisotropic quadratic form q on a right R-
module W in the preceding manner. We denote this local Moufang
set by M(W, q).

Remark 8.1.3. We have skipped computations here, as orthogonal
local Moufang sets can be acquired from local Jordan pairs. Indeed,
if W is a right R-module with quadratic form q, then we can define
a Jordan pair by

V + = V − = W Qx : V σ → V −σ : y 7→ yq(x)− xf(x, y) .
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In this case, one can check that x is invertible if and only if x ∈
W \Wm, and that (Wm,Wm) is an ideal in the Jordan pair (V +, V −).
Hence we can construct a local Moufang set M(V +, V −). The de-
scriptions of the set, maps. . . , one would get using the Jordan pair
construction will be different from the descriptions given here, but
the local Moufang sets will be isomorphic.

Alternatively, orthogonal local Moufang sets are also specific instances
of Hermitian local Moufang sets, which we will describe in the next
section.

8.2 Hermitian local Moufang sets

8.2.1 A set to act on

In this section, R is a unital local ring (not necessarily commutative)
with maximal ideal m, and an involution ∗. Remark that we automat-
ically have m∗ = m. Furthermore, ε will denote an element of Z(R)
such that εε∗ = 1. The following definitions and properties are from
Chapter 5 in [HO].

Definition 8.2.1. A ∗-form on a right R-module W is a biadditive
map f : W ×W → R such that

f(xr, ys) = r∗f(x, y)s for all x, y ∈W and r, s ∈ R.

We call such f ε-Hermitian if f(x, y) = f(y, x)∗ε for all x, y ∈W .

Set

Λmin := {r − r∗ε | r ∈ R} and Λmax := {r ∈ R | r∗ε = −r} .

Definition 8.2.2. A form parameter is an additive subgroup Λ of
R such that Λmin ⊆ Λ ⊆ Λmax and r∗Λr ⊆ Λ for all r ∈ R. We call
(R,Λ) a form ring .

Suppose s = s′ + λ for some λ ∈ Λ as in the previous definition, and
take r ∈ R. Then r∗sr = r∗s′r + r∗λr. As r∗λr is in Λ, we have
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r∗sr + Λ = r∗s′r + Λ. Hence, we can define r∗(s + Λ)r := r∗sr + Λ.
This gives a right action of R on the additive group R/Λ.

Proposition 8.2.3. If (R,Λ) is a form ring, and there is an r ∈ Z(R)
such that r+ r∗ is invertible, then Λ = Λmin = Λmax. This is the case
if 2 6∈ m.

Proof. [HO, Example 1 of Section 5.1C]

Definition 8.2.4. Let (R,Λ) be a form ring andW a right R-module.
A pair of maps (f, q) with f : W ×W → R and q : W → R/Λ is a
Λ-quadratic form on W if there is a ∗-form h such that

f(x, y) := h(x, y) + h(y, x)∗ε

q(x) := h(x, x) + Λ

We say (f, q) is defined by h. We call a Λ-quadratic form anisotropic
if q(x) ∈ m + Λ =⇒ x ∈Wm for all x ∈W .

Proposition 8.2.5. If (f, q) is a Λ-quadratic form, we have

(ΛQ1) q(x+ y) = q(x) + q(y) + f(x, y) + Λ for all x, y ∈W ;
(ΛQ2) q(xr) = r∗q(x)r for all x ∈W and r ∈ R;
(ΛQ3) f(x, x) = r + r∗ε for all x ∈W and r ∈ R

such that q(x) = r + Λ.

For any projective module W , any ε-Hermitian form f and any map
q : W → R/Λ satisfying these three properties, the pair (f, q) is a
Λ-quadratic form defined by some ∗-form h.

Proof. [HO, 5.1.15]

Now assume we have an anisotropic Λ-quadratic form (f, q) on W
defined by some ∗-form h. We set

W̃ := R×W ×R
h̃ : W̃ × W̃ → R :

(
(r, x, s), (r′, y, s′)

)
7→ h(x, y)− r∗s′ .

I.e. we have a ∗-form h̃ on W̃ , and the corresponding Λ-quadratic
form (f̃, q̃) is

f̃
(
(r, x, s), (r′, y, s′)

)
:= f(x, y)− r∗s′ − s∗r′ε
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q̃(r, x, s) := q(x)− r∗s+ Λ

We now take the triples (r, x, s) in W̃ up to invertible scalar multiple

[r, x, s] := {(rt, xt, st) ∈ W̃ | t ∈ R \m} ,

which, if we restrict to nice triples, gives a projective space:

P(W ) := {[r, x, s] | (r, x, s) ∈ W̃, rR+ sR = R} .

In this projective space, we now look at the isotropic points of q̃:

H(W, q) := {[r, x, s] ∈ P(W ) | q(x) = r∗s+ Λ} .

In a local ring, rR + sR = R implies that at least one of r and s is
invertible, so we get

H(W, q) = {[1, x, r] ∈ P(W ) | q(x) = r + Λ}
∪ {[r, x, 1] ∈ P(W ) | q(x) = r∗ + Λ, r ∈ m}

= {[1, x, r] ∈ P(W ) | q(x) = r + Λ, r ∈ m}
∪ {[r, x, 1] ∈ P(W ) | q(x) = r∗ + Λ}.

If the space and form are clear from context, we will simply write
H. Finally, we can define an equivalence relation on H by saying
two points are equivalent if they reduce to the same point when we
quotient out m. Concretely, this means

[1, x, r] ∼ [1, y, s] ⇐⇒ x− y ∈Wm and r − s ∈ m

[r, x, 1] ∼ [s, y, 1] ⇐⇒ x− y ∈Wm and r − s ∈ m

[r, x, s] 6∼ [r′, y, s′] when r, s′ ∈ m or r′, s ∈ m.

Proposition 8.2.6. The relation ∼ is well-defined, and is an equiv-
alence relation on H.

Proof. To check if ∼ is well-defined, we need to verify that whenever
two points can both be written as [1, x, r] and [s, y, 1], the equiva-
lence of these two points is independent on the choice of represen-
tation. First assume [1, x, r] ∼ [1, y, s], then we want to show that
[r−1, xr−1, 1] ∼ [s−1, ys−1, 1]. We have

xr−1 − ys−1 ∈Wm ⇐⇒ x− ys−1r ∈Wm
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⇐⇒ x− ys−1(r − s+ s) ∈Wm

⇐⇒ x− y − ys−1(r − s) ∈Wm ,

which is the case. For the second condition, we get

r−1 − s−1 ∈ m ⇐⇒ 1− s−1r ∈ m

⇐⇒ 1− s−1(r − s+ s) ∈ m

⇐⇒ s−1(r − s) ∈ m ,

which holds. The proof that [r, x, 1] ∼ [s, y, 1] implies [1, xr−1, r−1] ∼
[1, ys−1, s−1] is identical.

It is clear that this relation is symmetric and reflexive. Proving
transitivity requires a short case distinction, but is also easy when
we observe that if [1, x, r] ∼ [1, y, s] and r is invertible, then s is also
invertible (as it differs from r by a non-invertible element).

8.2.2 A local Moufang set

We can now define the permutations of (H,∼) that will be part of
the local Moufang set.

Definition 8.2.7. For [1, x, r] ∈ H, we define α[1,x,r] as

α[1,x,r] :


[1, y, s] 7→ [1, y + x, s+ r + f(x, y)]

[s, y, 1] 7→[s(1 + rs+ f(x, y))−1,

(y + xs)(1 + rs+ f(x, y))−1, 1]
for s ∈ m.

For [r, x, 1] ∈ H, we define ζ[r,x,1] as

ζ[r,x,1] :


[s, y, 1] 7→ [s+ r + ε∗f(x, y), y + x, 1]

[1, y, s] 7→[1, (y + xs)(1 + rs+ ε∗f(x, y))−1,

s(1 + rs+ ε∗f(x, y))−1]
for s ∈ m.

Finally, we define τ by

[r, x, s]τ := [s, x, rε] = [sε∗, xε∗, r] ,

so

[r, x, s]τ−1 := [sε∗, x, r] = [s, xε, rε] .
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We now want define a local Moufang set by the construction M(U, τ)
with U := {α[1,x,r] | [1, x, r] ∈ H}. For this, we first need to check if
all α[1,x,r] and τ preserve ∼, and if the conditions (C1-2) are satisfied.

Proposition 8.2.8. For all [1, x, r] ∈ H, α−1[1,x,r] = α[1,−x,f(x,x)−r]
and α[1,x,r] preserves ∼. Secondly, τ preserves ∼. Finally, (C1),
(C1’) and (C2) hold.

Proof. The first claim follows by computing α[1,x,r]α[1,−x,f(x,x)−r] and
α[1,−x,f(x,x)−r]α[1,x,r].

Assume [1, y, s] ∼ [1, u, t], i.e. y − u ∈Wm and s− t ∈ m. Then

[1, y + x, s+ r + f(x, y)] ∼ [1, u+ x, t+ r + f(x, u)] ,

as (y + x)− (u+ x) = y − u ∈Wm and

(s+ r + f(x, y))− (t+ r + f(x, u)) = s− t+ f(x, y − u) ∈ m .

Next, assume y ∈Wm and s ∈ m, so [s, y, 1] ∼ [0, 0, 1]. Then

[s(1 + rs+ f(x, y))−1, (y + xs)(1 + rs+ f(x, y))−1, 1] ∼ [0, 0, 1] ,

as s(1 + rs+ f(x, y))−1 ∈ m and (y + xs)(1 + rs+ f(x, y))−1 ∈Wm.
By transitivity, this means

[s, y, 1] ∼ [t, u, 1] =⇒ [s, y, 1]α[1,x,r] ∼ [t, u, 1]α[1,x,r]

if x, y ∈ Wm and s, t ∈ m. This means that in all cases, we know
[s, y, t] ∼ [s′, y′, t′] implies [s, y, t]α[1,x,r] ∼ [s′, y′, t′]α[1,x,r]. Since this
also holds for α−1[1,x,r], we get the opposite implication as well, so α[1,x,r]

preserves ∼.

For τ , we see

[1, x, r] ∼ [1, y, s] ⇐⇒ x− y ∈Wm ∧ r − s ∈ m

⇐⇒ (x− y)ε∗ ∈Wm ∧ (r − s)ε∗ ∈ m

⇐⇒ [rε∗, xε∗, 1] ∼ [sε∗, yε∗, 1] ,

and similarly for the other cases.
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Now U clearly fixes [0, 0, 1] =: ∞. Now if we have [r, x, 1] with
r ∈ m, then clearly, q(x) = r∗ + Λ ∈ m + Λ, so x ∈ Wm, and hence
[r, x, 1] ∼ ∞. This means that H \∞ = {[1, x, r] ∈ H}. The group
U acts transitively on {[1, x, r] ∈ H}, as for every [1, x, r], there is
an element mapping [1, 0, 0] to [1, x, r]. In order to prove regularity,
we observe that no element of U except for α[1,0,0] fixes [1, 0, 0]. This
proves (C1).

For (C1’), we need the find the induced action of U on H. This
corresponds to the same construction, but with

W := R/m×W/Wm×R/m

and the induced quadratic form (f, q). The argument for (C1’) is the
analogous to the above argument.

Finally, we clearly have [0, 0, 1]τ = [1, 0, 0] 6∼ [0, 0, 1] =: 0 and
[0, 0, 1]τ2 = [0, 0, 1], so we have (C2).

Next, we need to compute the different maps we need to show M(U, τ)
is a local Moufang set.

Proposition 8.2.9. For all [1, x, r] ∈ H, we have

γ[1,x,r] := ατ[1,x,r] = ζ[1,x,r]τ

and
−[1, x, r] = [1,−x, f(x, x)− r] = [1,−x, r∗ε] .

If r ∈ R \m, we have

µ[1,x,r] = ζ[ε∗r−∗,−xε∗r−∗,1]α[1,x,r]ζ[ε∗r−∗,−xr−1,1] .

Proof. First, take any [s, y, 1] ∈ H. Then

[s, y, 1]ατ[1,x,r] = [s, y, 1]τ−1α[1,x,r]τ = [1, yε, sε]α[1,x,r]τ

= [1, yε+ x, sε+ r + f(x, y)ε]τ

= [sεε∗ + rε∗ + f(x, y)εε∗, yεε∗ + xε∗, 1]

= [s+ rε∗ + ε∗f(xε∗, y), y + xε∗, 1]

= [s, y, 1]ζ[rε∗,xε∗,1] = [s, y, 1]ζ[1,x,r]τ .
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We still need to check that both actions are the same for [1, y, s] ∈ H
for s ∈ m.

[1, y, s]ατ[1,x,r]

= [s, y, 1]τ−1α[1,x,r]τ = [sε∗, y, 1]α[1,x,r]τ

= [sε∗(1 + rsε∗ + f(x, y))−1, (y + xsε∗)(1 + rsε∗ + f(x, y))−1, 1]τ

= [1, (y + xsε∗)(1 + rsε∗ + f(x, y))−1, sε∗(1 + rsε∗ + f(x, y))−1ε]

= [1, (y + xε∗s)(1 + rε∗s+ ε∗f(xε∗, y))−1, s(1 + rε∗s+ f(x, y))−1]

= [1, y, s]ζ[rε∗,xε∗,1] = [1, y, s]ζ[1,x,r]τ .

For the second claim, we use α−1[1,x,r] = α[1,−x,f(x,x)−r], and we know
that if q(x) = r+ Λ, then f(x, x) = r+ r∗ε, so f(x, x)− r = r∗ε, from
which we get

[1,−x, f(x, x)− r] = [1,−x, r∗ε] .

The identity for µ[1,x,r] is now immediate from the definition

µ[1,x,r] = γ(−[1,x,r])τ−1α[1,x,r]γ−([1,x,r]τ−1) ,

and previous statements.

The last big computation we need, is the precise action of the µ-maps.

Proposition 8.2.10. Let [1, x, r] ∈ H with r ∈ R \m. Then

[s, y, 1]µ[1,x,r] = [1,
(
y − xr−1f(x, y)

)
r∗ε, rsr∗ε]

for all [s, y, 1] ∈ H;
[1, y, s]µ[1,x,r] = [ε∗r−∗sr−1,

(
y − xr−1f(x, y)

)
r−1, 1]

for all [1, y, s] ∈ H.

From this one can get µ−1[1,x,r] = µ[1,−x,r∗ε].

Proof. We first compute the image of [s, y, 1] ∈ H under µ[1,x,r].

[s, y, 1]µ[1,x,r]

= [s, y, 1]ζ[ε∗r−∗,−xε∗r−∗,1]α[1,x,r]ζ[ε∗r−∗,−xr−1,1]



8.2. Hermitian local Moufang sets 177

= [s+ ε∗r−∗ − ε∗f(xε∗r−∗, y), y − xε∗r−∗, 1]α[1,x,r]ζ[ε∗r−∗,−xr−1,1]

= [s+ ε∗r−∗ − r−1f(x, y), y − xε∗r−∗, 1]α[1,x,r]ζ[ε∗r−∗,−xr−1,1]

We now have two cases depending on whether or not

s+ ε∗r−∗ − r−1f(x, y) ∈ m .

We first assume this is the case, and then we also know y − xε∗r−∗ ∈
Wm. In the computation, we then get the inverse of the following
expression:

1 + r(s+ ε∗r−∗ − r−1f(x, y)) + f(x, y − xε∗r−∗)
= 1 + rs+ rε∗r−∗ − f(x, y) + f(x, y)− f(x, x)ε∗r−∗

= 1 + rs+ rε∗r−∗ − (r + r∗ε)ε∗r−∗ = rs

this immediately means s is invertible, and we get

[s+ ε∗r−∗ − r−1f(x, y), y − xε∗r−∗, 1]α[1,x,r]

= [(s+ ε∗r−∗ − r−1f(x, y))(rs)−1,

(y − xε∗r−∗ + x(s+ ε∗r−∗ − r−1f(x, y)))(rs)−1, 1]

= [(s+ ε∗r−∗ − r−1f(x, y))(rs)−1, (y + xs− xr−1f(x, y))(rs)−1, 1]

Hence we have

[s, y, 1]µ[1,x,r]

= [(s+ ε∗r−∗ − r−1f(x, y))(rs)−1

, (y + xs− xr−1f(x, y))(rs)−1, 1]ζ[ε∗r−∗,−xr−1,1]

= [s̃, ỹ, 1] ,

where we need to compute s̃ and ỹ:

ỹ = (y + xs− xr−1f(x, y))(rs)−1 − xr−1

=
(
y + xs− xr−1f(x, y)− xr−1rs

)
(rs)−1

=
(
y − xr−1f(x, y)

)
(rs)−1

s̃ = (s+ ε∗r−∗ − r−1f(x, y))(rs)−1 + ε∗r−∗

+ ε∗f(−xr−1, y + xs− xr−1f(x, y))(rs)−1
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=
(
s+ ε∗r−∗ − r−1f(x, y) + ε∗r−∗rs

+ ε∗f(−xr−1, y + xs− xr−1f(x, y))
)
(rs)−1

=
(
s+ ε∗r−∗ − r−1f(x, y) + ε∗r−∗rs− ε∗r−∗f(x, y)

− ε∗r−∗f(x, x)s+ ε∗r−∗f(x, x)r−1f(x, y)
)
(rs)−1

=
(
s+ ε∗r−∗ − r−1f(x, y) + ε∗r−∗rs− ε∗r−∗f(x, y)

− ε∗r−∗(r + r∗ε)s+ ε∗r−∗(r + r∗ε)r−1f(x, y)
)
(rs)−1

= ε∗r−∗s−1r−1

This means, if s+ ε∗r−∗ − r−1f(x, y) ∈ m, we have

[s, y, 1]µ[1,x,r] = [ε∗r−∗(rs)−1,
(
y − xr−1f(x, y)

)
(rs)−1, 1]

= [1,
(
y − xr−1f(x, y)

)
r∗ε, rsr∗ε]

Next, we assume s+ ε∗r−∗ − r−1f(x, y) 6∈ m, so we need to compute

[1, (y − xε∗r−∗)(s+ ε∗r−∗ − r−1f(x, y))−1,

(s+ ε∗r−∗ − r−1f(x, y))−1]α[1,x,r] = [1, ỹ, s̃] ,

with

ỹ = (y − xε∗r−∗)(s+ ε∗r−∗ − r−1f(x, y))−1 + x

=
(
y − xε∗r−∗ + x(s+ ε∗r−∗ − r−1f(x, y))

)
· (s+ ε∗r−∗ − r−1f(x, y))−1

=
(
y + xs− xr−1f(x, y))

)
(s+ ε∗r−∗ − r−1f(x, y))−1

s̃ =
(
1 + r(s+ ε∗r−∗ − r−1f(x, y)) + f(x, y − xε∗r−∗)

)
· (s+ ε∗r−∗ − r−1f(x, y))−1

=
(
1 + rs+ rε∗r−∗ − f(x, y) + f(x, y)− f(x, x)ε∗r−∗

)
· (s+ ε∗r−∗ − r−1f(x, y))−1

=
(
1 + rs+ rε∗r−∗ − (r + r∗ε)ε∗r−∗

)
(s+ ε∗r−∗ − r−1f(x, y))−1

= (rs)(s+ ε∗r−∗ − r−1f(x, y))−1

Now, if s ∈ R \m, we get

[s, y, 1]µ[1,x,r] = [(s+ ε∗r−∗ − r−1f(x, y))(rs)−1,

(y + xs− xr−1f(x, y)))(rs)−1, 1]ζ[ε∗r−∗,−xr−1,1]
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and this is the same as in the previous case, so again we get

[s, y, 1]µ[1,x,r] = [ε∗r−∗(rs)−1,
(
y − xr−1f(x, y)

)
(rs)−1, 1]

= [1,
(
y − xr−1f(x, y)

)
r∗ε, rsr∗ε] .

If s ∈ m, we temporarily write t = s+ ε∗r−∗ − r−1f(x, y), so we have

[s, y, 1]µ[1,x,r] = [1, (y + xs− xr−1f(x, y))t−1, rst−1]ζ[ε∗r−∗,−xr−1,1]

= [1, ỹ, s̃]

where

ỹ =
(
(y + xs− xr−1f(x, y))t−1 − xr−1rst−1

)
·
(
1 + ε∗r−∗rst−1 + ε∗f(−xr−1, y + xs− xr−1f(x, y))t−1

)−1
=
(
y + xs− xr−1f(x, y)− xs

)
·
(
t+ ε∗r−∗rs+ ε∗f(−xr−1, y + xs− xr−1f(x, y))

)−1
We now look at the second factor separately:

t+ ε∗r−∗rs+ ε∗f(−xr−1, y + xs− xr−1f(x, y))

= s+ ε∗r−∗ − r−1f(x, y) + ε∗r−∗rs− ε∗r−∗f(x, y)

− ε∗r−∗f(x, x)s+ ε∗r−∗f(x, x)r−1f(x, y)

= s+ ε∗r−∗ − r−1f(x, y) + ε∗r−∗rs− ε∗r−∗f(x, y)

− ε∗r−∗(r + r∗ε)s+ ε∗r−∗(r + r∗ε)r−1f(x, y)

= ε∗r−∗ .

Hence, we get

ỹ =
(
y − xr−1f(x, y)

)
r∗ε

and secondly

s̃ = rst−1

·
(
1 + ε∗r−∗rst−1 + ε∗f(−xr−1, y + xs− xr−1f(x, y))t−1

)−1
= rs ·

(
t+ ε∗r−∗rs+ ε∗f(−xr−1, y + xs− xr−1f(x, y))

)−1
= rsr∗ε
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All in all, we get

[s, y, 1]µ[1,x,r] = [1,
(
y − xr−1f(x, y)

)
r∗ε, rsr∗ε] . (8.1)

Now, we still need the image of [1, y, s] under µ[1,x,r], where s ∈ m
and hence y ∈Wm. We first compute

[1, y, s]ζ[ε∗r−∗,−xε∗r−∗,1]α[1,x,r]

= [1, (y − xε∗r−∗s)(1 + ε∗r−∗s− f(xr−∗, y))−1,

s(1 + ε∗r−∗s− f(xr−∗, y))−1]α[1,x,r]

= [1, ỹ, s̃] ,

with

ỹ = (y − xε∗r−∗s)(1 + ε∗r−∗s− f(xr−∗, y))−1 + x

= (y − xε∗r−∗s+ x+ xε∗r−∗s− xf(xr−∗, y))

· (1 + ε∗r−∗s− f(xr−∗, y))−1

= (y + x− xr−1f(x, y))(1 + ε∗r−∗s− r−1f(x, y))−1

s̃ =
(
s+ r(1 + ε∗r−∗s− r−1f(x, y)) + f(x, y − xε∗r−∗s)

)
· (1 + ε∗r−∗s− r−1f(x, y))−1

=
(
s+ r + rε∗r−∗s− f(x, y) + f(x, y)− f(x, x)ε∗r−∗s

)
· (1 + ε∗r−∗s− r−1f(x, y))−1

=
(
s+ r + rε∗r−∗s− (r + r∗ε)ε∗r−∗s

)
(1 + ε∗r−∗s− r−1f(x, y))−1

= r(1 + ε∗r−∗s− r−1f(x, y))−1

Hence we get

[1, y, s]µ[1,x,r]

= [(1 + ε∗r−∗s− r−1f(x, y))r−1,

(y + x− xr−1f(x, y))r−1, 1]ζ[ε∗r−∗,−xr−1,1]

= [s̃, (y − xr−1f(x, y))r−1, 1] ,

where we still need to compute s̃:

s̃ = (1 + ε∗r−∗s− r−1f(x, y))r−1 + ε∗r−∗

+ ε∗f(−xr−1, y + x− xr−1f(x, y))r−1
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= r−1 + ε∗r−∗sr−1 − r−1f(x, y)r−1 + ε∗r−∗ − ε∗r−∗f(x, y)r−1

− ε∗r−∗f(x, x)r−1 + ε∗r−∗f(x, x)r−1f(x, y)r−1

= r−1 + ε∗r−∗sr−1 − r−1f(x, y)r−1 + ε∗r−∗ − ε∗r−∗f(x, y)r−1

− ε∗r−∗(r + r∗ε)r−1 + ε∗r−∗(r + r∗ε)r−1f(x, y)r−1

= ε∗r−∗sr−1

Hence, for [1, y, s] ∈ H with s ∈ m, we have

[1, y, s]µ[1,x,r] = [ε∗r−∗sr−1, (y − xr−1f(x, y))r−1, 1] .

If s is invertible, we have [1, y, s] = [s−1, ys−1, 1], and hence we can
use identity 8.1 to compute the action:

[1, y, s]µ[1,x,r] = [s−1, ys−1, 1]µ[1,x,r]

= [1, (ys−1 − xr−1f(x, y)s−1)r∗ε, rs−1r∗ε]

= [ε∗r−∗sr−1, (y − xr−1f(x, y))r−1, 1] ,

so we get the same formula for all [1, y, s] ∈ H.

Using the previous computation, we can now verify that the conjugate
of an α[1,y,s] by a µ-map corresponds to some ζ:

Proposition 8.2.11. For [1, x, r], [1, y, s] ∈ H with r ∈ R \ m, we
have α

µ[1,x,r]
[1,y,s] = ζ[1,y,s]µ[1,x,r].

Proof. We will verify that the action of the two permutations is the
same. Note that the right hand side is

ζ[1,y,s]µ[1,x,r] = ζ[ε∗r−∗sr−1,(y−xr−1f(x,y))r−1,1] .

First, take [t, u, 1] ∈ H, so

[t, u, 1]ζ[1,y,s]µ[1,x,r]

= [t+ ε∗r−∗sr−1 + ε∗f
(
(y − xr−1f(x, y))r−1, u

)
,

u+
(
y − xr−1f(x, y)

)
r−1, 1] .

Now we compute the image of the left hand side:

[t, u, 1]µ[1,−x,r∗ε]α[1,y,s]µ[1,x,r]
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= [1, (u− xε∗r−∗f(x, u))r, r∗trε]α[1,y,s]µ[1,x,r]

= [1, (u− xε∗r−∗f(x, u))r + y,

r∗trε+ s+ f(y, u)r − f(y, x)ε∗r−∗f(x, u)r]µ[1,x,r]

= [t̃, ũ, 1] ,

where

t̃ = ε∗r−∗(r∗trε+ s+ f(y, u)r − f(y, x)ε∗r−∗f(x, u)r)r−1

= t+ ε∗r−∗sr−∗ + ε∗
(
r−∗f(y, u)− r−∗f(y, x)ε∗r−∗f(x, u)

)
= t+ ε∗r−∗sr−∗ + ε∗

(
f(yr−1, u)− f(x(r−∗f(y, x)ε∗r−∗)∗, u)

)
= t+ ε∗r−∗sr−∗ + ε∗

(
f(yr−1, u)− f(xr−1f(x, y)r−1, u)

)
= t+ ε∗r−∗sr−∗ + ε∗f

(
y(−xr−1f(x, y))r−1, u

)
ũ = u− xε∗r−∗f(x, u) + yr−1

− xr−1f(x, ur − xε∗r−∗f(x, u)r + y)r−1

= u− xε∗r−∗f(x, u) + yr−1 − xr−1f(x, u)

+ xr−1f(x, x)ε∗r−∗f(x, u)− xr−1f(x, y)r−1

= u+
(
y − xr−1f(x, y)

)
r−1 − xε∗r−∗f(x, u)− xr−1f(x, u)

+ xr−1(r + r∗ε)ε∗r−∗f(x, u)

= u+
(
y − xr−1f(x, y)

)
r−1

hence we have

[t, u, 1]µ[1,−x,r∗ε]α[1,y,s]µ[1,x,r] = [t, u, 1]ζ[1,y,s]µ[1,x,r] .

Next, we look at the image of [1, u, t] ∈ H with t ∈ m. The image of
the right hand side is

[1, u, t]ζ[1,y,s]µ[1,x,r] = ζ[ε∗r−∗sr−1,(y−xr−1f(x,y))r−1,1]

= [1, (u+ (y − xr−1f(x, y))r−1t)d−1, td−1] ,

with d = 1 + ε∗r−∗sr−1t + ε∗f((y − xr−1f(x, y))r−1, u). We now
compute the image of the left hand side:

[1, u, t]µ[1,−x,r∗ε]α[1,y,s]µ[1,x,r]
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= [ε∗r−1tr−∗, (u− xε∗r−∗f(x, u))ε∗r−∗, 1]α[1,y,s]µ[1,x,r]

= [ε∗r−1tr−∗d̃−1,(
(u− xε∗r−∗f(x, u))ε∗r−∗ + yε∗r−1tr−∗

)
d̃−1, 1]µ[1,x,r]

with

d̃ = 1 + sε∗r−1tr−∗ + f(y, (u− xε∗r−∗f(x, u))ε∗r−∗)

= 1 + sε∗r−1tr−∗ + f(y, u)ε∗r−∗ − f(y, x)ε∗r−∗f(x, u)ε∗r−∗

= r∗
(
1 + r−∗sε∗r−1t+ r−∗f(y, u)ε∗

− r−∗f(y, x)ε∗r−∗f(x, u)ε∗
)
r−∗

= r∗
(
1 + ε∗r−∗sr−1t+ ε∗f(yr−1, u)

− ε∗f(x(r−∗f(y, x)ε∗r−∗)∗, u)
)
r−∗

= r∗
(
1 + ε∗r−∗sr−1t+ ε∗f((y − xr−1f(x, y))r−1, u)

)
r−∗

= r∗dr−∗ .

Hence we get

[1, u, t]µ[1,−x,r∗ε]α[1,y,s]µ[1,x,r]

= [ε∗r−1td−1r−∗,(
uε∗ − xε∗r−∗f(x, u)ε∗ + yε∗r−1t

)
d−1r−∗, 1]µ[1,x,r]

= [1, ũ, t̃]

with

ũ =
(
uε∗ − xε∗r−∗f(x, u)ε∗ + yε∗r−1t

− xr−1f(x, uε∗ − xε∗r−∗f(x, u)ε∗ + yε∗r−1t)
)
d−1ε

=
(
u+ yr−1t− xε∗r−∗f(x, u)

− xr−1f(x, u− xε∗r−∗f(x, u) + yr−1t)
)
d−1

=
(
u+ yr−1t− xr−1f(x, y)r−1t− xε∗r−∗f(x, u)

− xr−1f(x, u) + xr−1f(x, x)ε∗r−∗f(x, u)
)
d−1

=
(
u+ (y − xr−1f(x, y))r−1t− xε∗r−∗f(x, u)

− xr−1f(x, u) + xr−1(r + r∗ε)ε∗r−∗f(x, u)
)
d−1

=
(
u+ (y − xr−1f(x, y))r−1t

)
d−1
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t̃ = rε∗r−1td−1r−∗r∗ε

= td−1 ,

so indeed, we have, for [1, u, t] ∈ H with t ∈ m

[1, u, t]µ[1,−x,r∗ε]α[1,y,s]µ[1,x,r] = [1, u, t]ζ[1,y,s]µ[1,x,r] .

After this extensive amount of computation, we can prove that the
object we constructed is a local Moufang set.

Theorem 8.2.12. Let (f, q) be an isotropic Λ-quadratic form on W
and take τ and U = {α[1,x,r] | [1, x, r] ∈ H} as defined in Defini-
tion 8.2.7. Then the structure M(U, τ) created by Construction A is
a local Moufang set.

Proof. By the construction, we have

U0 = U τ = {ατ[1,x,r] | [1, x, r] ∈ H} = {ζ[r,x,1] | [r, x, 1] ∈ H} .

By Lemma 3.2.2 and Theorem 3.2.4, it is sufficient to show Uµ[1,x,r] =
U0 for all units [1, x, r]. By the previous proposition, we have

Uµ[1,x,r] = {αµ[1,x,r][1,y,s] | [1, y, s] ∈ H} = {ζ[1,y,s]µ[1,x,r] | [1, y, s] ∈ H}

= {ζ[s,y,1] | [s, y, 1] ∈ H} = U0 .

Hence M(U, τ) is a local Moufang set.

Definition 8.2.13. A Hermitian local Moufang set is a local Moufang
set originating from an anisotropic Λ-quadratic form (f, q) on a right
R-module W in the preceding manner. We denote this local Moufang
set by M(W, f, q).
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Ideas for further
investigationA

During my research, I encountered many other interesting problems
that could increase our understanding of local Moufang sets and how
they are connected to other parts of mathematics. This appendix
collects some of these problems, and in some cases, ideas on how to
approach them.

A.1 Twisting projective local Moufang sets

In Chapter 6 we defined projective local Moufang sets, and we were
able to characterize them in Theorem 6.2.10. The assumptions of this
theorem are the natural conditions (R1-4), but also the identity

xµeαy = yRxα−2eµeRxµe for all x ∼ 0 and y 6∼ ∞. (?)

It is unclear whether or not (?) can be removed from the conditions.
In other words, we can wonder if M(R) is the only special local
Moufang set structure we can get acting on the set with equivalence
relation P1(R), with root groups isomorphic to (R,+) and abelian
root groups. One possible way of trying to construct counterexamples
to this, would be to try to twist M(R) somehow, by changing the
action of all α[1,r] on [0, 1]: for each r ∈ R, pick a α̃r ∈ Sym(m) fixing
0, and set

α′[1,r] :

{
[1, s] 7→ [1, s+ r]

[m, 1] 7→ [mα̃r, 1]

One clear assumption we need to make, is the compatibility of the
α̃r, i.e. we need α̃rα̃r′ = α̃r+r′ . We keep τ as defined for M(R) and
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set U ′ = {α′[1,r] | r ∈ R}. Then (C1-2) are satisfied, so we get a local
pre-Moufang set M(U ′, τ). If we took mα̃r = m(mr+ 1)−1, we would
find M(R). If we would be able to find other choices for α̃r giving rise
to a local Moufang set, we would have a candidate counterexample
to Theorem 6.2.10 without condition (?).

Open problem. Can we find a local ring R, along with α̃r ∈ Sym(m)
fixing 0 for all r ∈ R, such that M(U ′, τ) as defined above is a local
Moufang set?

Remark that if R is generated by {r1, . . . , rn}, then it is sufficient to
define α̃ri for i = 1 . . . n.

A.2 Local Moufang sets from structurable al-
gebras

Structurable algebras have been introduced in by Allison in [All],
and division structurable algebras have been shown to give rise to
Moufang sets.

Definition. Let K be a field with char(K) 6∈ {2, 3} and A a K-
algebra with involution ∗. For all x, y, z ∈ A, we set

Vx,y(z) := {x, y, z} := (xy∗)z + (zy∗)x− (zx∗)y .

We say (A, ∗) is a structurable algebra if

[Vx,y, Vz,w] = VVx,y(z),w − Vz,Vy,x(w) for all x, y, z, w ∈ A.

We write Wx,yz := Vx,zy and Wxy := Wx,xy, and define the set of
skew elements

S := {x ∈ A | x∗ = −x} .

An element x ∈ A is called invertible if there is a y ∈ A such that
Vx,y = 1A, and in this case we call x̂ := y the inverse of x. We call A
a structurable division algebra if all nonzero elements are invertible.

The following theorem by L. Boelaert now shows how one can con-
struct a Moufang set from a structurable division algebra:
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Theorem. Let A be a structurable division algebra over a field of
characteristic different from 2, 3 and 5. Define

ψ : A×A→ S : (x, y) 7→ xy∗ − yx∗

qx : S → S : s 7→ 1
6ψ(x,Wx(sx)) .

We set U = A× S with group operation

(x, s) + (y, t) = (x+ y, s+ t+ ψ(x, y))

and define a permutation τ of U \ {(0, 0)} by

τ :


(x, 0) 7→ (−x̂, 0)

(0, s) 7→ (0,−ŝ)
(x, s) 7→

(
ŝ(qx̂(s) + ŝ)̂ x̂+ ŝ(s+ qx(ŝ))̂ x,−(s+ qx(ŝ))̂

)
where all x 6= 0 and s 6= 0. Then M(U, τ) is a Moufang set.

Proof. This is [Boe, Theorem 6.25]

As structurable algebras generalize Jordan algebras (if ∗ is trivial,
then a structurable algebra is a Jordan algebra), it seems likely that
there is some way to define local structurable algebras, and to construct
local Moufang sets using these. An ideal in a structurable algebra is
a two-sided ideal in the algebra that is invariant under ∗, so we could
say a structurable algebra is local if the set of non-invertible elements
is a proper ideal.

Open problem. Does this notion of local structurable algebras give
rise to local Moufang sets?

A.3 Suzuki-Tits local Moufang sets

In our examples, we have omitted a few more exceptional Moufang
sets. The easiest of those are the Suzuki-Tits Moufang sets (discovered
in [Suz]). These require a field K of characteristic 2 with a Tits
endomorphism θ (an endomorphism such that aθ2 = a2). Set Kθ =
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{aθ | a ∈ K}, then K is a Kθ-vector space. Now take a subspace L
of K which contains Kθ.

Now set U = L× L with group operation

(a, b) + (c, d) := (a+ c, b+ d+ acθ)

and define a permutation τ of U \ {(0, 0)} by

(a, b)τ :=

(
b

aθ+2 + ab+ bθ
,

a

aθ+2 + ab+ bθ

)
.

Then M(U, τ) is a Moufang set, called the Suzuki-Tits Moufang set of
(K, θ, L). The set of points of this Moufang set can be embedded in
a projective space (see for example [VM, p. 1880]), so we could try to
generalize the Suzuki-Tits Moufang sets by trying to generalize the
construction in a projective space over a local ring.

Open problem. Can we generalize Suzuki-Tits Moufang sets to
Suzuki-Tits local Moufang sets?

A.4 Improper local Moufang sets

All our examples of Moufang sets so far have been proper Moufang
sets, meaning that the Hua subgroup is non-trivial. There are also
improper Moufang sets, which are just sharply two-transitive permu-
tation groups where the root groups are the point stabilizers. The
only examples known originate from near-fields

Definition. A triple (F,+, ·) is called a near-field if (F,+) is an
abelian group, (F ∗, ·) is a group, · is left distributive over +, and
0 · a = 0 for all a ∈ F .

If F is a near-field, we can define a sharply two-transitive group

AG(1, F ) := {ϕa,b : F → F : x 7→ a · x+ b | a ∈ F ∗, b ∈ F} ,

and hence we get a Moufang set.

We can generalize this to local Moufang sets using the following
structures:
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Definition. A local near-ring is an abelian group (R,+) with a sub-
group M 6 R and an associative multiplication · such that

(LNR1) (R \M, ·) is a group with identity element 1 ∈ R;
(LNR2) none of the m ∈M have a multiplicative inverse;
(LNR3) · is left distributive over +;
(LNR4) 0 · r = 0 for all r ∈ R.

We get a group

AG(1, R) := {ϕr,s : F → F : x 7→ r · x+ s | r ∈ R \M, s ∈ F} ,

acting on R with r ∼ s ⇐⇒ r − s ∈M , with subgroup

U = {ϕr,0 | r ∈ R \M}

and τ = ϕ1,−1. Now, if we assume |R/M | > 2, we can show that
(C1-2) are satisfied. Furthermore, we can compute that µr = τ for
all r ∈ R \M , hence we get a local Moufang set M(U, τ) with trivial
Hua subgroup.

There are many results on the connection of sharply two-transitive
groups and near-fields, for example every finite sharply two-transitive
group arises from a near-field (see [Zas]).

Open problem. To what extent can we generalize results on sharply
two-transitive groups to improper local Moufang sets?

A.5 Trees

In Section 6.3, we studied the Bruhat-Tits tree corresponding to PSL2
over a local field. We have been able to connect this Bruhat-Tits tree
to local Moufang sets using the nice description of the tree using
lattices.

We hope that general Bruhat-Tits trees also have strong ties to local
Moufang sets, though we have been unable to make a connection in
full generality.

Open problem. Which Bruhat-Tits trees induce actions correspond-
ing to local Moufang sets?
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Another notion from building theory is that of Moufang trees.

Definition. A Moufang tree is a tree T with a bi-infinite path
(. . . , x−2, x−1, x0, x1, x2, . . .) and for each i ∈ Z, two groups U(i,+)

and U(i,−) acting on T , satisfying the following properties:

(MT1) For each i ∈ Z, U(i,±) fixes (xi, xi±1, xi±2, . . .) and acts
sharply transitively on

{x ∈ V (T ) | d(x, xi) = 1} \ {xi±1} .

(MT2) For each i < j we have

[U(i,+), U(j,+)] 6 〈U(i+1,+), . . . , U(j−1,+)〉
[U(i,−), U(j,−)] 6 〈U(i+1,−), . . . , U(j−1,−)〉 .

(MT3) For all i ∈ Z and all u ∈ U(i,±) with u 6= 1, there is a

mu ∈ U(i,∓)uU(i,∓)

such that xjmu = x2i−j for all j ∈ Z. This means mu

interchanges (xi, xi+1, xi+2, . . .) and (xi, xi−1, xi−2, . . .).
(MT4) For all n = mu as defined in (MT3), Un(j,±) = U(2i−j,∓).

A few properties that follow from this definition are the following (for
proofs, see for example [Ron]):

Proposition. Let T be a Moufang tree. Then

(i) For every i ∈ Z and k ∈ N, the set U(i,±) · · ·U(i−k,±) is a group.
(ii) For each k > 1, the group U(0,+) · · ·U(−k,+) acts sharply transi-

tively on

{x ∈ V (T ) | d(x, x0) = k + 1 and d(x, x1) = k + 2} .

(iii) The map

U(0,+) · · ·U(−k,+) → U(0,+) : u0u−1 · · ·u−k 7→ u0

is a well-defined group homomorphism.
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We can now set U = U(0,+) · · ·U(−k,+) and X = {x ∈ V (T ) |
d(x, x0) = k + 1}. Define an equivalence on X by saying x ∼ y
if and only if the path from x to y does not contain x0. Finally, take
any u ∈ U(0,+) \ {1}, and set τ = mu. Then we can show that (C1-2)
are satisfied, so M(U, τ) is a local pre-Moufang set.

Open problem. Which Moufang trees induce actions corresponding
to local Moufang sets?





Nederlandstalige
samenvattingB

B.1 Historische context

Matrixgroepen, of lineaire groepen, worden al bestudeerd sinds de
19de eeuw, met toepassingen in vele gebieden van de wiskunde en
fysica. Oorspronkelijk werden deze groepen vooral beschouwd over
velden, maar vanaf het midden van de 20ste eeuw begon men ook
lineaire groepen over algemene ringen te onderzoeken. Lineaire groe-
pen over algemene ringen zijn lastig om te bestuderen, maar voor
enkele types ringen is het wel mogelijk om interessante resultaten te
bewijzen over de corresponderende lineaire groepen. In de jaren ’60
bestudeerde Klingenberg een aantal lineaire groepen over een lokale
ring, een ring R met een uniek maximaal ideaal m. In [Kli1] bepaalde
hij de normaaldelers van GLn(R), en hij bestudeerde ook orthogonale
en symplectische groepen in [Kli2,Kli3].

In de jaren ’90 introduceerde J. Tits Moufangverzamelingen in [Tit]
om enkelvoudige algebraïsche groepen van relatieve rang 1 axioma-
tisch te benaderen. Een Moufangverzameling is een verzameling met
een klasse groepen die op deze verzameling werken, en die voldoen
aan een aantal axioma’s. Voor enkelvoudige algebraïsche groepen van
relatieve rang 1 is de verzameling die van de parabolische deelgroepen,
en is de klasse groepen de corresponderende worteldeelgroepen. Er
zijn een aantal equivalente manieren om naar Moufangverzamelingen
te kijken: ze komen overeen met gespleten BN-paren van rang één
(nog een notie ingevoerd door Tits), zijn sterk gerelateerd met ab-
stracte rang één groepen (ingevoerd door Timmesfeld in [Tim]), en
zijn equivalent met delingsparen (recent gedefinieerd door Loos in
[Loo4])
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T. De Medts en R. Weiss begonnen in 2006 met de studie van wille-
keurige Moufangverzamelingen. Sindsdien is de theorie van Moufang-
verzamelingen uitgediept en zijn heel wat voorbeelden van Moufang-
verzamelingen beschreven. Alle Moufangverzamelingen die we kennen
zijn op één of andere manier van algebraïsche oorsprong, maar een
classificatie van Moufangverzamelingen is nog lang niet in zicht.

De gekende Moufangverzamelingen zijn niet alleen algebraïsch van
oorprong, maar de onderliggende algebraïsche structuren zijn alle-
maal ‘delingsstructuren’, waarin alle elementen verschillend van nul
inverteerbaar zijn. Bijvoorbeeld: projectieve Moufangverzamelingen
worden gedefinieerd over alternatieve delingsalgebras, elke Jordan de-
lingsalgebra geeft aanleiding tot een Moufangverzameling, en recen-
ter bewees L. Boelaert dat elke structureerbare delingsalgebra een
Moufangverzameling bepaalt (zie [Boe]). Elke Moufangverzameling
afkomstig van een enkelvoudige lineaire algebraïsche groep van re-
latieve rang 1 (over een veld met karakteristiek verschillend van 2
and 3), is afkomstig van zo een structureerbare delingsalgebra (dit
is aangetoond in [BDMS]). We zien de ‘delingsvoorwaarde’ in de
constructies van de gekende Moufangverzamelingen: er staan overal
inversen! Er zijn nog Moufangverzamelingen die niet rechtstreeks af-
komstig zijn van algebraïsche groepen, maar deze worden nog steeds
gedefinieerd over velden (ook bekend als delingsringen).

Een gerelateerd gevolg van de definitie van Moufangverzamelingen is
dat morfismen van Moufangverzamelingen altijd injectief zijn. Dit
betekent dat er relatief weinig morfismen zijn, en dat er bijvoorbeeld
geen nuttige manier is om quotiënten van Moufangverzamelingen in
te voeren.

We kunnen ons afvragen wat er gebeurt als we Moufangverzamelingen
proberen te maken met algemenere algebraïsche structuren, en dat
is precies waar dit doctoraat over gaat. Ter vervanging van de de-
lingsstructuren beschouw ik lokale structuren. Dat betekent dat er
niet-inverteerbare elementen kunnen zijn in de structuur, maar dat
deze elementen in zekere zin beheersbaar zijn. Ik probeerde de gekende
constructies uit te voeren over lokale ringen en lokale Jordanalgebras,
en destilleerde daaruit een aantal axioma’s die Moufangverzamelingen
veralgememen tot lokale Moufangverzamelingen.
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B.2 Schets

Mijn doctoraat bestaat uit twee delen. In Deel I definiëren we lokale
Moufangverzamelingen, en ontwikkelen we de algemene theorie van
lokale Moufangverzamelingen. Deel II bevat een aantal voorbeelden
van lokale Moufangverzamelingen, karakteriseert er enkele van, en
verkent een aantal verbanden met andere gebieden van de wiskunde.

Het eerste deel begint in Hoofdstuk 2 met de definitie van lokale Mou-
fangverzamelingen en enkele basiseigenschappen. Het grote verschil
met Moufangverzamelingen is dat er meer structuur op de verzame-
ling is, namelijk een equivalentierelatie. We hebben nog steeds een
klasse groepen, genaamd wortelgroepen, die op de verzameling wer-
ken. De axioma’s moeten aangepast worden, zodat ze compatibel zijn
met deze extra structuur. Net zoals in de theorie van Moufangver-
zamelingen is het handig om twee (niet-equivalente) punten van de
verzameling te kiezen (dit noemen we een basis). Een belangrijk nieuw
concept voor lokale Moufangverzamelingen zijn de eenheden, die in
de voorbeelden verband houden met de inverteerbare elementen van
de onderliggende algebraïsche structuur. Wanneer we gebruik maken
van deze eenheden, kunnen we een groot deel van de theorie van Mou-
fangverzamelingen veralgemenen naar lokale Moufangverzamelingen.
Het bestaan van de µ-afbeeldingen is daar een voorbeeld van. Dit
zijn afbeeldingen die de twee punten van de basis verwisselen.

Een eerste doel bij het opbouwen van de theorie van lokale Mou-
fangverzamelingen, is het bepalen van de stabilisator van de basis.
De Hua deelgroep, de groep voortgebracht door producten van een
even aantal µ-afbeeldingen, is een goede kandidaat voor deze stabi-
lisator. We hebben aangetoond dat deze twee groepen samenvallen
in Stelling 2.3.7. Om dit aan te tonen hebben we het concept van
quasi-inverteerbaarheid, dat afkomstig is uit Jordantheorie, ingevoerd
voor lokale Moufangverzamelingen.

In Hoofdstuk 3 beschrijven we een algemene manier om lokale Mou-
fangverzamelingen te construeren met heel wat minder informatie: we
hebben slechts één wortelgroep nodig, en één permutatie die de ba-
sispunten verwisselt. Deze constructie is gelijkaardig aan de gekende
constructie voor Moufangverzamelingen. Enkel gebruik makend van
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deze twee objecten, kunnen we nu alle wortelgroepen maken, en zo
alle data voor de lokale Moufangverzameling. Het is echter niet altijd
zo dat deze data voldoet aan de axioma’s. In Gevolg 3.2.5 bepalen
we enkele nodige en voldoende voorwaarden opdat de constructie een
lokale Moufangverzameling geeft. Deze constructie en voorwaarden
zullen we zeer vaak gebruiken om lokale Moufangverzamelingen te
definiëren, en om te bepalen wanneer een structuur een lokale Mou-
fangverzameling is.

Homomorfismen van lokale Moufangverzamelingen worden in Hoofd-
stuk 4 ingevoerd. Deze definitie vormt één geheel met de definities
van lokale Moufang deelverzamelingen, quotiënten, en uiteindelijk de
categorie van lokale Moufangverzamelingen. Het is interessant om de
verbanden te zien tussen homomorfismen van lokale Moufangverza-
melingen, afbeeldingen van de onderliggende verzamelingen, alsook
groepsmorfismen tussen de wortelgroepen. Deze concepten worden
voornamelijk gebruikt voor het invoeren van de inverse limiet van
lokale Moufangverzamelingen, en om te bepalen wanneer zo’n inverse
limiet bestaat.

In het laatste theoretische hoofdstuk, Hoofdstuk 5, bestuderen we spe-
ciale lokale Moufangverzamelingen, i.e. lokale Moufangverzamelingen
die aan een specifieke extra voorwaarde voldoen. Men verwacht dat
deze eigenschap sterk gerelateerd is aan het abels zijn van de wortel-
groepen. Ondanks enkele noodzakelijke aanpassingen, kunnen we veel
van de theorie van speciale Moufangverzamelingen veralgemenen naar
speciale lokale Moufangverzamelingen. De voornaamste resultaten
in dit hoofdstuk veronderstellen dat de lokale Moufangverzameling
speciaal is, en abelse wortelgroepen heeft. In dat geval kunnen we
aantonen dat de µ-afbeeldingen involuties zijn (Propositie 5.2.4), en
een voorwaarde geven waaruit volgt dat de wortelgroepen uniek k-
deelbaar zijn (Propositie 5.2.2).

Vervolgens bekijken we wat voorbeelden van lokale Moufangverzame-
lingen. De eerste voorbeelden zijn de projectieve lokale Moufangver-
zamelingen in Hoofdstuk 6. Deze worden gedefinieerd over een lokale
ring R, waarbij de onderliggende verzameling de projectieve rechte is,
en de wortelgroepen deelgroepen van PSL2(R) zijn. Omgekeerd, als
we een lokale Moufangverzameling hebben die aan enkele voorwaar-
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den voldoet, kunnen we er een lokale ring mee construeren. Deze ring
kunnen we gebruiken om projectieve lokale Moufangverzamelingen te
karakteriseren (Stelling 6.2.10). De derde sectie van dit hoofdstuk
maakt de connectie met de Bruhat-Tits boom van PSL2 over een veld
K met een discrete valuatie. Zo’n veld bevat een lokale ring, en de
actie van PSL2(K) op de boom induceert verschillende projectieve lo-
kale Moufangverzamelingen. In het bijzonder gebruiken we de inverse
limiet van lokale Moufangverzamelingen om de actie op de rand van
de boom te beschrijven.

In Hoofdstuk 7 onderzoeken we de link tussen lokale Moufangver-
zamelingen en Jordantheorie. De meest natuurlijke aanpak maakt
gebruik van Jordanparen, en we geven een manier om een lokale Mou-
fangverzameling te maken uit een lokaal Jordanpaar. Omgekeerd
kunnen we een lokaal Jordanpaar maken uit een lokale Moufangver-
zameling die aan enkele voorwaarden voldoet. Met deze constructie
kunnen we de lokale Moufangverzamelingen die afkomstig zijn van
lokale Jordanparen karakteriseren in Stelling 7.3.4.

Zowel de projectieve lokale Moufangverzamelingen als de lokale Mou-
fangverzamelingen afkomstig van Jordanparen zijn speciaal en hebben
abelse wortelgroepen. In Hoofdstuk 8 is ons doel om Hermitische
lokale Moufangverzamelingen te definiëren. We definiëren eerst or-
thogonale lokale Moufangverzamelingen. Deze zijn een speciaal geval
van Hermitische lokale Moufangverzamelingen (en kunnen ook wor-
den geconstrueerd m.b.v. Jordanparen). Dit voorbeeld illustreert de
aanpak die we gebruiken om Hermitische Moufangverzameling te ver-
algemenen naar de lokale versie. De definitie van Hermitische lokale
Moufangverzamelingen is nogal technisch, en om aan te tonen dat
aan de axioma’s van lokale Moufangverzamelingen is voldaan, hebben
we heel wat algebraïsche manipulaties nodig.

Een groot deel van deze thesis is vervat in de twee artikels [DMR1,
DMR2]. Hoofdstuk 4, Sectie 6.3 en Hoofdstuk 8 zijn de voornaamste
delen van deze thesis die niet in de artikels te vinden zijn.
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µx 44, 59
µx,y 144
µ̃x,y 144
m 17
M 39
M 40
M(R) 108
M(U, τ) 58, 63
M(V ) 143
M(W, f, q) 184
M(W, q) 169
(Mi, ϕij) 78, 82
ModR 9
Mou 32, 77

O 118
ObC 7

ϕ 67
ϕ 67
π 118
P1(R) 104, 106
P(V ) 133, 135
P(W ) 168, 172
PGLn(R) 21
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PSLn(R) 21, 108

q 167
q̃ 167
Q(W, q) 168
Qx 24
Qx,z 24

R 17
R̂ 19
R× 17
Rad J 23
RadV 25
Ring 9
(R,Λ) 170
[r, x, s] 168, 172

Scn(R) 20
Set 9, 77

SLn(R) 21, 124
Sym(X,∼) 17

T 120
τ 45
θx 68

U◦∞ 42
U×∞ 42
Ux 39, 58
Ux 40
U◦x 44
U×x 44

V 24
v(a) 118
(V +, V −) 24

W 167, 170
Wx 22

X 17
x 17
(Xi, ϕij) 14
x · n 89
x ·̃ n 98
(X,∼) 17
∼x 45
xy 50
xy 50
[x, y] 133
xy 25
x− y 144
x −̃ y 144
x+ y 110, 144
x +̃ y 144
{x y z} 24

Z(R) 17







We were amazed and overwhelmed by
the strange beauty of these sounds.
The rest, to us, is until this day unexplainable.
The transmission ended.

“
”
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